
SLAM Demo
Navigating through several
predefined world points, 

while the state vector
maintains the entire 
trajectory and positions
of observed landmarks

The actions refer to taking 
short paths around the robot

Objective - Keeping the uncertainty low throughout the trajectory by preferring 
more informative actions

Comparing the Results

In each iteration
- Measured total revenue calculation time, for both methods
- (A one time) Sparsification time added to the total time of the optimized method
- Comparing the time it takes to make each decision in both methods

Sparsification
Per action, variables are involved if they are directly affected by it
Uninvolved variables correspond to columns of zeros in the collective Jacobian
The algorithm considers variables which are uninvolved in all the candidate actions
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Example: Possible revenues of two action consistent beliefs

Problem Definition
The term belief is used to represent a distribution over a state vector, at certain 
time, given the performed actions and obtained observations

𝑏 𝑋𝑘 ≐ ℙ 𝑋𝑘 𝑎0:𝑘−1, 𝑧0:𝑘) ~ 𝒩−1(×, Λ), 𝑋𝑘 ≐ {𝑥1, … , 𝑥𝑘}
Both transition and observation model contain some Gaussian noise

𝑥𝑘+1 = 𝑔 𝑥𝑘 , 𝑎𝑘 + 𝑤𝑘 𝑤𝑘~𝒩(×,Wk)

𝑧𝑘 = ℎ 𝑋𝑘 + 𝑣𝑘 𝑣𝑘~𝒩(×, 𝑉𝑘)

When updating the belief according to a new action and a predicted observation
𝑏𝑎 𝑋𝑘+1 ≐ ℙ 𝑋𝑘+1 𝑎0:𝑘−1, 𝑧0:𝑘 , 𝑎, 𝑧

𝑎) ~ 𝒩−1(×, Λa
+),

the information matrix of this new belief can be updated by 
Λ𝑎
+ = Λ + 𝐴𝑇𝐴

Where 𝐴 is a collective Jacobian:
- Each action can be described using a Jacobian of this form
- Encapsulates information regarding the transition and its following observation

Entropy is used to measure the uncertainty in a belief.
For a Gaussian belief 𝑏, and its covariance matrix Σ

𝑒𝑛𝑡𝑟𝑜𝑝𝑦 𝑏 = 0.5 ⋅ 𝑙𝑛[ 2𝜋𝑒 𝑛 |𝛴|]

In order to compare the uncertainty in future belief, according to some candidate 
actions, we can define a revenue function

𝐽 𝑏, 𝑎 ≐
1

|Σ𝑎
+|

= Λ𝑎
+ = Λ + 𝐴𝑇𝐴

Overall, the decision making problem is
𝑎∗ = argmax

𝑎
𝐽 𝑏, 𝑎

Expensive! In the general case, for 𝑛-dimensional belief, calculating the 

determinant of the information (covariance) matrix is 𝑂(𝑛3)

Do we have to explicitly calculate all possible future revenues?

The Concept Find a sparse and action consistent approximation  of  Λ

Definition: Two beliefs are action consistent, if the following applies:

𝐽 𝑏, 𝑎𝑖 < 𝐽 𝑏, 𝑎𝑗 ⇔ 𝐽 𝑏𝑠, 𝑎𝑖 < 𝐽 𝑏𝑠, 𝑎𝑗
𝐽 𝑏, 𝑎𝑖 = 𝐽 𝑏, 𝑎𝑗 ⇔ 𝐽 𝑏𝑠, 𝑎𝑖 = 𝐽 𝑏𝑠, 𝑎𝑗

- The order of actions, in terms of posterior revenue, is kept
- No meaning for the actual values
- Action selection is the same

Initial belief 𝑏

Identify uninvolved variables

Find a sparse and action consistent approximation 𝑏𝑠
using our suggested algorithm

Easily calculate all action revenues using 𝑏𝑠

Select best candidate action

Original Information          Action Consistent and Sparse Version  

Accumulation of the measured decision making time
% Uninvolved variables vs 
% Improvement in runtime


