
• Disentanglement

• Inference

• Training:

• Inference:

• Idea: learn a continuous semantic representation

Advantages: 
• Continuous inference
• Relaxed ground-truth requirements
• Learned semantic representation

Drawbacks:
• Per-class models required
• Mixed inference, exponential number of hypotheses: 

• SLAM is commonly formulated as joint max a-posteriori over 
agent poses             and landmarks       given history of 
observations and user controls.
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1.a Background - Simultaneous 
Localization and Mapping (SLAM)

1.b Background – Object-Level SLAM 
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See e.g. [1,2]. 
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• In Object SLAM (e.g. [3-8]) mapping is done on the level of 
objects. 

© https://morioh.com/p/bd1b6fc9d9eb
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1.c Viewpoint-Dependent 
Semantic Models

2 (cont’d). Approach

• Viewpoint-dependent models couple inference 
of geometry and semantics, making them 
mutually beneficial (see [9-11]). 
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Feldman and Indelman. "Spatially-dependent Bayesian semantic perception under 
model and localization uncertainty." Autonomous Robots (2020): 1-29.

2. Continuous Semantic Representation
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3. (Initial) Results

object geometry
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More details in Feldman and Indelman 20’ Workshop on Self-Supervised Robot Learning, 
in conjunction with Robotics: Science and Systems (RSS), and future publications. 
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• Learned likelihood
as function of offset along pairs of axes (bias)
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