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Abstract

One of the most complex tasks of decision making and planning is to gather information. This
task becomes even more complex when the state is high-dimensional and its belief cannot
be expressed with a parametric distribution. Although the state is high-dimensional, in many
problems only a small fraction of it might be involved in transitioning the state and generating
observations. We exploit this fact to calculate an information-theoretic expected reward, mutual
information (MI), over a much lower-dimensional subset of the state, to improve efficiency and
without sacrificing accuracy. A similar approach was used in previous works, yet specifically
for Gaussian distributions, and we here extend it for general distributions. Moreover, we apply
the dimensionality reduction for cases in which the new states are augmented to the previous,
yet again without sacrificing accuracy. We then continue by developing an estimator for the
MI which works in a Sequential Monte Carlo (SMC) manner, and avoids the reconstruction of
future belief’s surfaces. Finally, we show how this work is applied to the informative planning
optimization problem. This work is then evaluated in a simulation of an active SLAM problem,

where the improvement in both accuracy and timing is demonstrated.






Abbreviations and Notations

POMDP
SLAM
SMC

Xin
Xﬂin
Xnew
2l
Zyy
ao:r-1
hy

Pr

Pr
Pz

b[X]
Q)

HI ]
IG[]
1Gayg []
1]

Laug []

Partially Observable Markov Decision Process
Simultaneous Localization and Mapping

Sequential Monte Carlo

Information Gain

Mutual Information

prior state vector (when planning starts); also referred to as X
state vector at future time ¢; also referred to as X’

new state augmented to X; at time ¢

subset of Xy with variables involved in future factors
subset of Xy with variables not involved in future factors
subset of X; representing new augmented variables
realization of future observation sequence up to time ¢
future observation sequence up to time ¢ as a random variable
candidate future action sequence up to time ¢

history up to time ¢

probabilistic transition model

probabilistic observation model

sequential transition model

sequential observation model

sequential normalizer

belief of state vector X, its probability density function
objective function

belief-based reward at time ¢

differential entropy

information gain

augmented information gain

mutual information

augmented mutual information






Chapter 1

Introduction

Planning under uncertainty is of most importance for many applications. Our world is stochastic
in nature, thus for every inference and planning task this stochasticity needs to be taken into
account, or catastrophes may occur.

Addressing stochasticity can be done in many levels. At the simplest level, the stochasticity
is only being considered at the inference phase, while at planning the state is treated as if it
is completely deterministic. In one of the next levels, stochasticity is also being considered
within planning, however the planner is considered to reach the goal without caring about the
uncertainty of the state. In one of the top levels, the uncertainty of the state also needs to be
measured. For example, if the plan is to reach a goal state with some minimum probability or if
the plan is to purely gain as much information as possible about the state. Such an approach,
where we select a sequence of actions based also (or only) upon the certainty of the state, is
known as informative planning. For instance, a task which is considered as informative planning
is search and rescue, where in the “search” phase an exploration of unknown terrains might be
done.

There are a few measures for the uncertainty of a state, which we will refer to as information-
theoretic costs or rewards. A very common such cost is entropy. Yet, for many applications we
wouldn’t be interested in the absolute value of the uncertainty, but rather by how much we expect
it to be reduced, or in other words how much information is to be gained. Such a reward is called
Information Gain (IG). Also, since the state is not always directly observable, observations
are used. But when evaluating the future, observations themselves are also unknown, thus
the uncertainty of these should also be taken into account. Consequently, we consider Mutual
Information (MI), which is the expected IG over the observations. We note that the reader might
find that some parts of the literature refer to MI also as IG, but as in the artificial intelligence
literature, we distinct between the two terms in this thesis.

Naturally, by increasing the dimension of the problem, the complexity of evaluating
information-theoretic terms is increased as well. This relation is exponential (known as the

Curse of Dimensionality), making the solution intractable.
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Figure 1.1: A toy example of an active SLAM problem, where a drone has to choose between two actions. (a) As a 2D map:
stars represent drone’s poses; dots represent landmarks; big circles are drone’s eye of sight from future poses. (b) As a factor
graph: circles represent variable nodes; dots represent factors (probabilistic constraints); the unity of all solid-circled variable nodes
represent the prior state Xo. In both figures, colors partition between involved, uninvolved and new (future) variables.

1.1 Related Work

Reviewing state-of-the-art approaches for planning with non-Gaussian (non-parametric) beliefs,
most do not attempt to address the problem of evaluating the uncertainty of a state (e.g. [8,
9,14-16, 20, 21]). These works consider the POMDP framework, which does not support
belief-dependent rewards. The recent approaches presented in e.g. [24] and [7], do support
belief-dependent rewards, by using the more general p-POMDP framework and simulating
particle sets in a MCTS fashion to construct a search tree. [17] uses GMMs to represent non-
Gaussian beliefs and relaxes assumptions regarding data association. Yet, while these are
concerned with improving the search over a tree or relax assumptions, the calculation of the
information-theoretic terms when the state is high-dimensional remains a problem.

Many estimators exist for information-theoretic rewards. A brief overview of the most
common estimators for entropy can be found in [1]. Another approach to estimate entropy, a
particle-filter based approach, is presented in [2]. Furthermore, [19] suggests to use a piece-wise
linear approximation of the beliefs’ surface. Yet, all will face the Curse of Dimensionality.
The work presented in [23] claims to support high-dimensional spaces, however it requires a
minimum number of samples dependent on the dimension. Also, simulations show this approach
isn’t superior in terms of accuracy for any arbitrary belief compared to other approaches.

When changing the context a bit, and looking at an expected reward, mutual information, [3]
and [25] both state that the MI over a multi-dimensional variable can be calculated over a lower
dimensional subset of this variable. Yet their statements are applied specifically for the problems
of feature matching and active mapping, respectively. Also, these do not address problems in
which quantifying the information should also take into account the state might change.

There are two works which, at some level, construct planners with an information-gathering
task and which support high-dimensional non-Gaussian beliefs with complexity not exponential
with the dimension of the state, yet do not support the more general setting we are addressing in
this thesis. One of which is [22], addressing the very specific active SLAM problem. It exploits



the unique structure of SLAM to use Rao-Blackwellization, which might not be useful for more
general problems. Also, it approximates the joint entropy by averaging the individual entropies
of the state variables, thus breaks up the correlations between them.

The second work is [18], which uses a slightly different and more specific formulation than
the general POMDP, where the objective is to minimize the expected cost. In its formulation, the
objective is to reach a desired region of the state space with a guaranteed minimum probability of
success. This, in turn, means that it wouldn’t necessarily choose the most informative path. Also,
it does not support, at least directly, information-theoretic rewards. And, lastly, this approach
was eventually tested only on problems with up to four dimensions.

Assuming Gaussian distributions, [11] discovered that there are cases in which the corre-
lations between some of the state variables could be discarded for the calculation of entropy
without sacrificing accuracy. This, in turn, means that efficiency is improved. This idea was
extended to more general cases by [4] and [13].

To the best of our knowledge, there are no existing approaches which deal with the painful
and critical issue of calculating information-theoretic terms in general p-POMDPs with high-
dimensional non-Gaussian beliefs. Our approach aims to extend the works of [4] and [13] to

general non-Gaussian distributions in order to fill this void.

1.2 Contributions

In this thesis we propose a novel approach to fill the above gap. By exploiting structure inherent
in many planning problems, we break the relation between the dimension of the problem and
the complexity of calculating the information-theoretic terms. Fig. 1.1a shows a toy example of
a 2D active SLAM problem to illustrate the structure our approach exploits. An aerial drone
observes landmarks from above with a certain sensing range. At current time it needs to choose
between two actions. While the state is high-dimensional because it contains many landmarks,
we observe that only a few landmarks might be observed at future time, and we will denote these
landmarks as the involved variables. The key idea of our approach is to discard the uninvolved
landmarks at planning time for the calculation of the expected reward, MI, although these are
impacted as well. We prove that by discarding these variables, the solution is still exact, yet the
dimension (and thus the complexity) of the problem is reduced dramatically. Furthermore, a
naive approach entails also explicit estimation of future beliefs’ surfaces, which adds yet another
level of errors. Another key contribution of our approach is that it allows skipping this step by
having access to the problem’s models. We finalize by showing how these contributions can be

used together with existing belief tree solvers.

1.3 Organization

This thesis is organized as follows.

1. Chapter 2 introduces the informative planning problem, and gives a formal statement of
it.



. Chapter 3 describes our approaches involve-MI and MI-SMC and their relation to the

informative planning problem.

. Chapter 4 presents experimental results, evaluating the proposed approach and comparing

it against current approaches.
. Conclusions are drawn in Chapter 5.

. For purpose of simplicity, proofs are given in the Appendix in Chapter 6.



Chapter 2

Notations and Problem Formulation

2.1 POMDPs

A Partially Observable Markov Decision Process (POMDP) is modeled as a tuple
(X, A, Z,b[Xo],Pr,Pz,r), where X is the state space, A is the action space, and Z is the
observation space; b[Xp] £ P(Xp) is the prior belief over the state, Py is the probabilistic
transition model, and Py is the probabilistic observation model; r (X;, a,) is an immediate reward
function.

The prior belief and probabilistic models are used in the inference layer for determining
future posterior beliefs. The belief over the state X; at time ¢ is defined by

b[Xi] = P(X; | hy), 2.1

where h; = {ag.-1, z1.+} 1S the history, containing all actions ag..—; and observations z;.; acquired
up to time ¢. The transition model Py = P(x; | XI’Z |» ar—1) defines the distribution of the successor
state x;, given a subset of its previous state X" C X, participating in the transition, and the
chosen action a,_. In this paper, we use the smoothing formulation, where the successor state
is augmented to the previous, thus constructing the joint successor state X; = {X;_1, x;}. This
formulation means that the state’s dimension increases in time.

The observation model Pz = P(z; | X;””) defines the conditional distribution of receiving
an observation z;, given a subset of the state X;’}” C X; which participates in generating the
observation.

For example, in the case of active (full) SLAM, the state is defined as the union of all poses
and landmarks. The transition model can be formulated between two consecutive poses, and the
observation model can be formulated such that an observation is generated given the last pose
and a specific landmark. This example is illustrated in the factor graph in Figure 1.1b, where
p refers to poses, [ to landmarks and the factor nodes represent the probabilistic constraints

between the variables, given with the motion and observation models.



Using Bayes’ rule and the chain rule, the belief can be defined recursively as

i = PO X @B | X;")
n P(z, | hy)

b[Xi-11, 2.2

and, more generally, for 0 < [ < ¢ the belief can be formulated as

e PO | X, ai1) n;':l+1 P(z; | X;_)bx)
Hltczl+1 P(zi | hi)

b[Xi] = b[Xi]. (2.3)

Denoting the sequential transition model, observation model and normalizer, respectively, as

t
Pr = l_[ P(xi | X" ai-1)
i=l+1
t

Pz | | Pyl x5 2.4)
=1+
t
e [ ] PG mp),
k=I+1

where ;. = hy \ zx. The belief is then formulated, in short, as
b[X:] = nPrPzb[X]]. (2.5

The tasks of the planning scheme are represented with the immediate reward function r (X;, a;).
Obviously, each planning task might involve multiple different (and sometimes contradicting)
tasks, such as energy consumption and time to reach a goal, thus the reward functions might be
shaped with multiple different terms. As will further be explained, the reward in our formulation
must also express information-gathering tasks, which in turn means that the reward has to be
belief-dependent. Thus, we use p-POMDP, an extension of POMDP, whose reward at each time
tisp, = p(b[X:],a).

Planning T steps into the future, the objective is then to find an action sequence ag.7—; which

maximizes the expected sum of rewards, denoted as the objective function

T—1
J(b[Xol,a0.r-1) = ZE [Z Pr +PT] , (2.6)
T =0

where .7 is the sequential space of future observations and pr = p (b[Xr]) is a terminal
reward. As will further be explained, our approach is based upon evaluation of the expected
rewards rather than the rewards themselves. Due to commutativity, the objective function can

also be defined as the sum of expected rewards

~
—_

J (b [Xol,a0.r-1) = { B [pz]} + ZJ?T lor]. .7

f 1:t

Il
[«



We note that while the problem is formulated with an open loop formulation, our approach
is not limited to it alone. Since the approach focuses on evaluating the (expected) rewards in
the objective function, it also supports a close loop formulation, in which the objective is to
find a policy x rather than an action sequence. This, in turn, means that each action a; becomes
a function of the belief b [X;], thus is not determined beforehand. Focusing on the objective
function evaluation also means that other building blocks of the planning task, such as the
inference engine and the optimization solver, can be chosen independently.

We now return to explain that the reason we have formulated our problem as p-POMDP
is that we focus on planners which contain information-gathering tasks (among other tasks).
Arguably, evaluating the information-theoretic terms involves the heaviest calculations of the

objective function.

2.2 Information-gathering tasks

We start by introducing some known information-theoretic terms for the simple case in which
the state is static, i.e. X; = X, Y. A commonly used information-theoretic reward is negative
(differential) entropy. The entropy of the state X € X, distributed with P(X), is defined as

HX] = - f P(X)log P(X)dX. (2.8)
X
Getting an observation 7 € Z, without transitioning the state, yields
H [ |Z:z]é—fP(X|Z:Z)1ogP(X|Z:z)dX, (2.9)
X

where Z,., = Z represents the observation sequence as a random variable. The expected reward,

referred to as conditional entropy, is then defined as
HIXIZ) =B[H[12=7]] =- ff B(R.2)logB(X | 2)dXdZ.  (2.10)
X.Z

Another commonly used information-theoretic reward is information gain (IG), which quantifies
the amount of information gained for a certain variable by knowing the value of another variable.
It is defined as the difference between the entropy prior to this additional knowledge and the
entropy afterwards

IG[X;Z=2+tH[X|-H[X|Z=1]. (2.11)

Similarly to the entropy case, we introduce the expected reward of IG, which is referred to
as the mutual information (MI). It can also be defined as the difference between the entropy of

the state and the expected entropy of the state given the new observation

1[X%:2Z) 2E[IG [%:Z=2] | =H [X] -H [X|Z]. 2.12)

v4

For the case where the state changes between time steps, as presented in the previous section,

11



the original definitions of IG and MI are insufficient, since these do not account for the additional
uncertainty obtained by changes in the state. Thus, we define the reward more generally as the
difference between the entropies of the prior state Xy and the successor state X;. We remind that
in our formulation the posterior state is augmented, i.e. X; = {Xy, x1./}, thus we will refer to this

reward as augmented 1G, defined at each time ¢ as

IGaug [Xo B x1.3 21t = 21 | a0:—11 & H [Xol = H [Xi | Z1. = 2121, A0:1-1]
= H [Xol = H [Xo, X1 | Z1:s = 21245 @011

(2.13)

where Z;.; represents the observation sequence as a random variable, and the symbol B provides
a distinction between the prior state Xy and the new, augmented subset x;., of the successor state
X;. This distinction is necessary since x;.; only appears in the posterior entropy term, while Xy
appears in both terms. The corresponding expected reward, augmented MI, is then defined at

each time ¢ as

Taug [Xo B x1.55 214 | ap—1]1 = B [IGaug [(Xo 8 X1:5 Z1:t = 21t aO:t—l]}
Lt (2.14)
=H[Xo] - HI[X; | Z1.4, ao:-1] .

Note that augmented IG and augmented MI converge to IG and MI, respectively, when there is
no change in the state, i.e. x;.;; = 0 and X; = Xy. Thus, augmented IG and augmented MI can be
considered as generalizations of 1G and MI.

For the purposes of planning, since negative entropy and augmented IG differ only by the
value H [Xy], which is constant for each action, using any of these as rewards is equivalent.
We further continue to present our approach by choosing augmented IG as the reward, p; =
I1Gaug [Xo B Xx1.45 Z1:s = 214 | ao—1] (for the terminal reward as well), which dictates that the
expected reward is augmented MI. The basis of our approach focuses on ion of the augmented
MI, thus we will present it over the augmented MI at time ¢ alone. Naturally, it will apply
for the entire horizon. For readability, we denote the prior state as X = Xy, the state at time
tas X' = X; = {Xo, x1.1} and the augmented part of the state as X,,.,, = {x1.}. Also, the future
observations sequence up to time 7 is denoted as Z = {Z;.,} and its space is denoted as Z = {Z;./}.
Lastly, we omit the conditioning over future actions. The augmented MI definition (2.14) then
becomes

Iaug [X H Xnew;Z] £ 7_{ [X] - 7_{ [X, | Z]
= H[X] = HIX, Xnew | Z].

(2.15)
The evaluation of any of the presented information-theoretic terms involves integration

over the state-space, thus we might face the Curse of Dimensionality when the state is high-

dimensional.
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2.3 Non-parametric entropy estimation

For any of the presented information-theoretic terms, one possible calculation scheme is to
go through calculation of entropy. Having a non-parametric belief over a state X € RP, it is
usually approximated by a weighted particle set {(X?, w)}Y | with normalized weights, where
X is the i-th particle, w” is the weight of the i-th particle, and N is the number of particles.
The Curse of Dimensionality in this case means that in order to have sufficient resolution to
represent the belief, the number of particles N needs to be exponential in the dimension D, i.e.
N o« P where @ > 1. The entropy in this case is approximated as well using this particle set,
and thus will suffer from the Curse of Dimensionality as well, as will further be shown. Several
entropy estimators exist in literature, each has its own advantages and disadvantages compared
to the others. The most well-known estimators can be found in [1]. One of these estimators, for

example, is the re-substitution estimator, for which the entropy is estimated as

N
HIX1= D wPlogh [X7], (2.16)
i=1

where b [X] is an approximation of the belief obtained by a probability distribution estimator
such as Kernel Density Estimator (KDE). The computational complexity of calculating entropy
with the re-substitution estimator with KDE is O (N?D). Another estimator, presented in [23],
performs k-d partitioning of the state-space, and thus achieves a complexity of O (N log N )
There are many more estimators, such as estimators which are based on nearest-neighbor or
my,-spacings, however analyzing these is outside the scope of this work.

Although the complexity of the presented estimators might not seem to have an exponential
relation to the state’s dimension D, or any relation at all, we remind that N should be exponential
with D in order to get an accurate enough estimation, thus the complexity of any estimator is

exponential with the dimension D, even if not explicitly.

13
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Chapter 3
Approach

Our work includes multiple contributions when approaching the problem of informative planning
with high-dimensional non-Gaussian beliefs. These will be presented in different sections. Our
first contribution is an exact mathematical derivation which shows that the dimension of the
belief-space can be reduced for the calculation of MI by only exploiting the structure of the
problem. We then generalize this conclusion for augmented MI. It thus provides a solution to
the curse of dimensionality. We refer to this part of the approach as involve-MI. As our second
contribution, we derive a method that allows to avoid the explicit reconstruction of the beliefs’
surfaces usually required for the augmented MI calculation. We then use this to construct an
estimator, which we refer to as MI-SMC. In the last section, we show how involve-MI and
MI-SMC can be used together with existing solvers of the informative planning problem, more

specifically tree-based solvers.

3.1 Dimensionality reduction for MI calculation

We aim at reducing the complexity of calculating the MI over a high-dimensional state X € R,
where D > 1, distributed with a non-Gaussian belief. As the dimension increases, the number of
samples required to get the same accuracy, and thus the complexity, exponentially increases. So,
more specifically, the key idea of our approach is to reduce the dimensionality of the problem
by exploiting its structure. As in the works [4, 13], it starts by dividing the high-dimensional
prior state into two subsets, such that X = {X in X ﬁ"”}. We remind that only subsets of the state
participate in the probabilistic transition and observation models, P7 and Pz, respectively. The
same also applies for the sequential counterparts, Pr and P, defined in (2.4). Thus, X € R¢,
which we will refer to as the involved subset of the state, is defined as a union of all variables

in the prior state X = Xy which participate in generating future state transitions and future

U X, uxe]

where the intersection with the prior state X is to emphasize that while the subsets X!"  and le”’ §

observations

X" = NnX. (3.1)

might also include new augmented variables Xj,,,, which are inherently involved, our definition

15



of X™ is that it is a subset of the prior alone.

To make this definition clearer, we will explain with a specific example. Consider a multi-
dimentional prior state of a robot X = {xg, x1, x2, {1, >}, where x and [ resemble poses and
landmarks, respectively. A specific action leads to generating a new pose x3, and observing two
landmarks, one of them is a previously observed landmark /; and the second is a new landmark
I5. The successive state then becomes X’ = {xg, x1, X2, X3, 1, [, l3}. The involved subset of the
state, on the other hand, is X" = {xy,[;}. This is since x, directly participates in generating x3
(motion), and /; directly participates in generating an observation. Both are states in the prior.
Although x3 and /3 also directly participate in generating the new factors, these are considered
as new variables, thus are not a part of the involved subset, as we have defined it.

The involved subset is usually very small compared to the dimension of the entire state, i.e.
d < D, a fact which is of key importance in our approach. Determining the involved subset is
done heuristically, as is naturally done when transitioning and generating future measurements.
This idea is also illustrated in a SLAM example in Figure 1.1a. In this example, the involved
variables are the prior pose and observed landmarks.

We note that working with the expected reward (MI) rather than the reward itself (IG)
entails two underlying assumptions for our approach. The first is that data association for future
observation sequences is known and perfect. The second is that all realizations of the future
observation sequence share the same structure (per action), or in other words, we assume we
have only one future factor graph structure per action. We conjecture these assumptions can be

relaxed, yet this is outside the scope of this research.

Phase 1: MI

We will start by analyzing a degenerate problem, for which the state X is static or already
transitioned, and we only wish to quantify the expected amount of information the future
observations Z will add. We then define X™ as just the union of all variables in the state which
participate in generating future observations. In this case, we get back to the original MI
definition in eq. (2.12).

Theorem 3.1. Let X be some state and Z be an observation sequence (multivariate random
variable) over a subset of this state, X" C X, such that the observation model is P(Z | X) =
P(Z | X™). Then,

1[X%:Z] =1[X"27]. (3.2)

The proof of this theorem, as well as the following theorems, lemmas and propositions, is given
in the appendix.

In words, Theorem 3.1 states that the expected information the observations entail over the
state X is exactly the expected information they entail over the involved variables X alone.
The result of Theorem 3.1 is also illustrated as an information diagram in Figure 3.1. Note

that discarding (marginalizing out) the subset X~in & X\ X (blue circle) does not affect the

calculation since the shaded area we are calculating remains the same.
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Figure 3.1: Illustration of the static (non-augmented) problem as an information diagram. The area of each circle represents the
entropy value of a subset of variables. The mutual areas represent the MI values between these subsets. The key idea, obtained
by Theorem 3.1, is that there is no mutual area between X~ and Z given X, The gray area is the MI value we are calculating,
1% 2).

While this conclusion might remind the one in [13], which considered only the Gaussian
case, it can be viewed as a non-trivial extension to an arbitrary distribution. Specifically,
Theorem 3.2 states that in expectation the 1G and its involved counterpart are exactly equal,
no matter how the belief is distributed. Although the most general motivation is to reduce the
complexity of calculating the reward itself, going further in this thesis, we will also show that
for p-POMDP this issue is immaterial.

Remark: We would like to note that [3], for the more specific case of feature selection, has
come to an analogous conclusion. In that work, the variables were features. The probability
distribution was then approximated as a tree, in which the nodes are the features and the vertices
are dependencies between these features. Then, the authors concluded that the MI a node in
this tree is predicted to provide to the rest of the nodes in this tree is equivalent to the MI it is
predicted to give to its neighbors alone. This conclusion can of course be generalized to any tree.
Our problem can be formulated as well as a tree, in which the nodes are X™, X™* and Z, since
there is no dependence between X~ and Z, thus we could have used the above conclusion to
prove Theorem 3.1. The works [12] and [25] has also come to an analogous conclusion, yet
again the context of these works, active mapping, is very specific. We also note none of these

works deal with the more general case of augmentation, about which we discuss next.

Phase 2: augmented MI

Continuing with our initial problem formulation, in which the state is transitioned (augmented,
more specifically) and we wish to also take into account the uncertainty this transitioning has

introduced, we return to the augmented MI definition in eq. (2.15).

Lemma 3.1.1. Let X be some prior state, and X' = {X, Xyew} be a successor state, where X,

is the augmented subset of the successor state. Let Z be an observation sequence (multivariate
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Figure 3.2: Illustration of the augmented problem as an information diagram. The area of each circle represents the entropy value
of a subset of variables. The mutual areas represent the MI values between these subsets. The key idea, obtained by Theorem 3.2,
is that there is no mutual area between X" and both Xy,es, Z given X The dark gray area in (a) is / [Xi", Xnew Z] , the light gray
area in (b) is H [Xm,w | Xi"] . Subtraction of the dark gray area by the light gray area yields the augmented MI.

random variable) over this successor state. Then, the relation between MI and augmented MI is
Laug [X 8 Xnew: Z] = T[X, Xpew: Z] = H [Xpew | X]. (3.3)

In words, the difference between the two MI variants is the expected uncertainty obtained directly

from transitioning the state. Using this Lemma, we then get a generalization to Theorem 3.1.

Theorem 3.2. Let X be some prior state, and X' = {X, Xpew} be a successor state, where
Xnew 1S the augmented subset of the successor state. Let Z be an observation sequence (mul-
tivariate random variable) over a subset of the successor state, {Xi",Xnew} C X', such that
P(Z | X, Xpew) = P(Z | X™, Xpew). Then,

Iaug [X 8 Xnew:; Z] = Iaug [Xin B Xnews Z] . (3.4)

Meaning that the same conclusion we have got for the unaugmented case applies also for the
case of augmentation. As in the static case, the result of Theorem 3.2 is also illustrated as an
information diagram in Figure 3.2. Also here, when discarding (marginalizing out) the subset
X™in £ X\ X™ (blue circle) it does not affect the calculation since the shaded areas we are
calculating remain the same.

The involved variables depend on the specific action and its observations. Reasoning about
the exact involved variables of each action and marginalizing out the uninvolved variables
for each action might be costly operations which will eventually make this whole approach
worthless. It is easy to show that if we choose a subset X”** which contains the involved
variables but might also contain some other uninvolved variables, so that X in  Xin* C X, then

Theorem 3.2 can be written more generally as
Laug [X 8 Xpew:; Z] = Laug [Xin+ H Xnew;Z] > (3.5)
meaning that it is sufficient to choose a subset containing the involved rather than only the
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involved. This subset has larger dimensions, yet it might still be much smaller in dimensions
compared to the whole state. This result will be helpful in case we have an easy way to calculate
marginalized beliefs of subsets which are not exactly the involved but contain them. Also,
if we have n candidate actions, denoting the involved subset for the j-th action as X)) and
choosing X+ = Xy X2 ...y X" will result in a one-time marginalization rather then
marginalizing for each action separately. This concept is similar to the one suggested in [13].
We will continue to refer to X rather than X"** for readability reasons, yet we emphasize that
the following is true for X"+ as well.

Using the result of Theorem 3.2, we propose an approach which we will refer to as
involve-MI, and is concluded in Algorithm 3.1. Given the prior belief, the probabilistic
models and an action sequence, this algorithm first determines the involved variables using
some heuristic. Then, it calculates the marginalized prior belief over the involved variables.
And, finally, it calculates the (augmented) MI value using the marginalized prior belief (while
propagating future beliefs). This is instead of naively using the entire prior belief. We remind
that either or both the complexity and the accuracy of any calculation scheme of the MI depend
on the dimension of the entire state, D. The main contribution of our approach is that it cancels
this dependence. Instead, the dependence is over the dimension of a smaller subset of the state,
d, which improves either or both the complexity and the accuracy. In order to make the overall
marginalization process more efficient, we can instead work with X”'*, and the algorithm is then

slightly changed depending on how it is defined, yet the key idea remains the same.

Algorithm 3.1 involve-MI
Input: b [X], Pr, Pz, a
Output: I, [X 8 X,.; Z]
1: X" « DeTerRMINEINVOLVED(D [X], Pr, Pz, a)
2: b [X"] < MarGiNaLIZE(b [X], X™)
3t Lug [X™ 8 Xpews; Z] — CaLcMI(b [X™] , Pr, Pz, a) > any calculation scheme
4: Iaug [X B Xpew: Z] « Iaug [Xin H Xnew;Z]

Note also this approach is not limited to any specific calculation scheme of the MI. The
calculation, for example, might go through its relation to entropy, by calculating the entropy
terms or estimating them using entropy estimators, such as the common re-substitution estimator
with KDE we have briefly introduced in Section 2.3. We shall use it now to demonstrate the
complexity reduction we get from using our approach. It is easy to first see that for the same
number of samples, our approach reduces the complexity of estimating the entropy terms from
O (N?D) to O (N*d). However, as we have already mentioned, the Curse of Dimensionality
suggests that the number of samples required to get the same accuracy is exponential in the

dimension. Thus, if we wish to preserve the accuracy, using our approach, only 7 oc ¢

D

samples
are required, compared to N « a” samples which were required without our approach. Since
d < D, it means that n < N. This reduces the complexity even further to O (nzd). To generalize
and simplify our conclusion, we consider the complexity of any estimator is at least linear in the

number of samples, thus the complexity is reduced, at least, from O (aD ) to O (ad), where we
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remind that d < D and @ > 1.

3.2 Avoiding the reconstruction of future beliefs’ surfaces

The estimation scheme of the involved MI might require reconstructing the surfaces of future
beliefs, which adds to the estimation error or perhaps entails another level of complexity in the
form of new hyperparameters. In this section, we present a theoretical derivation that allows to
avoid this reconstruction step for the augmented MI calculation. We then use this derivation to
construct an estimator. This estimator, however, as will shortly be explained, can only be used

in cases in which the probabilistic models are explicitly given.

Theorem 3.3. Let X be some prior state, and X' = {X, X,,.,w} be a successor state, where
Xnew 1S the augmented subset of the successor state. Let Z be an observation sequence (mul-
tivariate random variable) over a subset of the successor state, {Xi”,Xnew} C X', such that
P(Z | X, Xpew) = P(Z | X, X,er). Then, the augmented MI can be factorized as

Laug [X 8 Xnews Z1 = =H [Xpew | X" = H [Z | X", Xpers| + H [Z]. (3.6)

This result suggests that the augmented MI can be expressed as a superposition of the expected
entropies of the sequential transition model, observation model and normalizer. This means that
the objective function can be calculated without the need to reconstruct future beliefs’ surfaces,
which is a key result.

Using the definition of entropy and the notations of the sequential models from (2.4), the

first term on the right hand side of eq. (3.6) becomes

H [Xpew | X™] = - f

b [x™] [ f Pr logPTanew} axm. (3.7)
Xin Xnew

Doing the same for the second term of eq. (3.6) yields

H[Z | X", Xnew] = —f

b [in] |:f PT [f pZ log Pzdz} anew} dXin' (38)
Xin Xnew Zz

And, lastly, the third term in eq. (3.6) is defined by
HI[Z] = - f n 'logn~'dz, (3.9)
Z

where we can use the law of total probability to get

n! = f b [X™] [ f PTPZdXMW} dx™. (3.10)
Xin X

new

Plugging this back into eq. (3.9) and changing integration order yields

H(Z] = f b [X™] [ f Pr [ f leogn—ldz} dxnew}dxi". (3.11)
Xin Xnew Z
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The above analysis provides an exact formulation for the calculation of the augmented MI over
a high-dimensional state that only involves integration over the involved variables, for any of
the terms, including 177!. Also, any of these terms can be expressed by only using the prior
belief and the probabilistic models, assuming these are explicitly given. Thus, without explicitly
requiring the posterior belief, the reconstruction step can be avoided. Plugging these terms back

into eq. (3.6) and using sampling, i.e.

(x inti) W(i)) ~b [Xi”]
xﬁ;le{z ~ PT ( new | xm(i)) (3.12)
LD L p, (Z | XD, Xﬁfe{g) ;

the augmented MI is approximated as

ni ny
$00 | 1§ gt

Iaug [X H Xnew; Z] ~ W(l) n_2 IOg P(T,J)
i=1 j=1

ny 1 n

. 1 & -
0] (i, j,k)
+ E w? | — — E log #
ny [I’l3 =1 z

i=1 j=1

_Zwm nlzZ [m Zlog _1<le)] ’

(3.13)

where N _
P(Tlx/) =Py (xm(z) glle(az)

Pg, ik _ P, ( X0, xﬁ,’eﬁ (Lch)) (3.14)
Gk IR
n 1(jik) =7 1 (x’"(‘),x,(f;{g,z(”j’k)) ,

and the normalizer, for each sampled instance, is then also approximated as

n_l(i,j,k) Z (1)[ Zp(lmk)

(1,m,k)
7)2

(3.15)

As in a particle filter,
—10.jik)

can be considered an update for the particle’s weight. Thus,
the approximation of n can be viewed as an average of the updated weights.

This estimation scheme is concluded in Algorithm 3.2. Since it uses particles from the
prior and propagates them as in Sequential Monte Carlo (SMC) methods, we will refer to it
as MI-SMC. Note that this formulation allows the algorithm to be an anytime algorithm. Given
that we have a limited time for each planning step, we can start with a small set of particles and
incrementally refine the calculation by increasing the number of particles until the time is up,
without the need to calculate from scratch whenever more samples are added. This might not
always be possible using other estimation schemes.

The presented estimator might seem at a first glance very similar to the estimator in [2],

although MI-SMC calculates MI and [2] calculates entropy. Both use samples from the prior
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belief, propagates them and calculate entropy/MI without the reconstruction of future belief’s
surfaces. However, the key difference is the problem formulation these two address. Whereas
in our work we treat a smoothing formulation, [2] treats a filtering formulation. A filtering
formulation means marginalizing out past states, which eventually makes the entire state
involved, thus [2] cannot be scaled to high-dimensional problems compared to our approach.
Also note that although this estimator is formulated by already exploiting the dimensionality
reduction, it is not vital. The estimator can get as an input the full prior belief b [X] instead of
the involved prior belief b [X™]. The particles would then be high-dimensional, yet since these
are used only for the evaluation of the probabilistic models, marginalization would automatically
be done in the context of these particles. This attribute makes this estimator closely related to
the involve-MI approach, without explicitly using it beforehand. However, to avoid the Curse
of Dimensionality, it is preferred to maintain and sample from a lower-dimensional belief to

begin with, which is exactly the result of using involve-MI.

Algorithm 3.2 MI-SMC

Input: b [X"], Pr, Pz, a
Output: I (X" 8 Xy Z]
1: sump <« 0

2: sumy < 0

3: sumz <« 0

4: fori=1ton; do

5: (xin(i)’w(i)) ~b [Xm]

6: for j=1tony do

7 XD~ Pr(Xew | x"D, a)

8: valuey — W(i)% log p(Tlsj)

o sumy — sumj + value,

10: for k = 1 to n3 do

I: 20~ Po(Z | D, )
12: value, — W<l‘>n1_2nl_3 log pg»j,k)
13: sumy «— sumy + value,

14: 77—1 0

15: for /=1 to ns do

16: (xi"(l)’w(l)) ~b [Xm]

17: for m =1 to ns do

18: xg;,ﬁ) ~ Pr Ko | XD, @)
19: value «— w(l)%pg’m,k)
20: n ' — !+ value
21: end for

22 end for

23: values « w(i);_Z% log !
24: sums3 < sums + values

25: end for

26: end for

27: end for

28: laug [Xi" H X,,ew;Z] — sumy + sump — sums
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In terms of complexity, the most expensive step of this approach is the estimation of H [Z],
thus its complexity is the complexity of the entire estimator. Estimating each n‘l(i’j’k) has a
complexity of O (ngnsd). In turn, the complexity of estimating H [Z] is of O (njnynzngnsd).
Considering that we have a total number of m observations instances, i.e. njnyn3 = m, and
also that the total number of particles is n, i.e. nans = n, the complexity becomes O (mnd). In
comparison, the complexity of using a re-substitution estimator with KDE is O (mnzd) when
using involve-MI, which makes our estimator favorable in terms of complexity. We also again
emphasize that our estimator avoids the intermediate step of belief surface reconstruction, and
hence we conjecture it is expected to be more accurate. Many other entropy estimators exist
in the literature, such as the nearest neighbor estimator, which can be found in [1], and the k-d
partitioning estimator, presented in [23]. When estimating the MI value with these estimators,
the complexity of both can get to O (mn log n), which is comparable to the complexity of
MI-SMC when reminding again that n should be exponential in the dimension d. We leave further

comparison to these additional estimators for future research.

3.3 Applicability to belief trees

In this section we wish to relate the above approaches to the informative planning optimization
problem. We remind that although the following analysis considers an open-loop formulation, for
which we seek an optimal action sequence, ag.7—1, it also applies for a close-loop formulation, for
which we seek for a policy, mo.7—1. The solution to the p-POMDP is obtained by maximization

of the objective function, given in eq. (2.6), and denoted shortly as Jo = J (b [Xo], ao.7-1)

T-1
JX = E + ) 3.16
0 = max { 7 ;pz pr” (3.16)

Formulating it recursively yields the Bellman optimality equation

J} = max {pt + E [J:H]} . (3.17)
ay Zit

where J; £ J (b [X/], ar7-1).

A common solver to this optimization problem is to construct a search over a tree. More
specifically, for o-POMDP, which is the case of belief-dependent rewards, a belief tree is used. In
a belief tree, the beliefs b [X;] are propagated using instances of future actions and observations,
then the rewards p, are calculated, and the action sequence providing the maximum value for
the objective function is eventually chosen. Since, in general, the action and observation spaces
can be large, in order to be able to solve this optimization problem in reasonable time, it is
approximated with a belief tree which propagates only a few sampled instances of future actions
and observations. Dealing with continuous such spaces, a belief tree is an approximation of the
problem to begin with. The planning literature contains lots of tree-based solvers (e.g. [24], [7]).

However, since our analysis so far was done considering an expected reward, augmented MI, it
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is not trivial to prove that our approach, involve-MI, and our estimator, MI-SMC, are able to
cope with such solvers. This is the purpose of this section.

We denote the augmented IG, the augmented MI and their involved counterparts shortly as

IGY £ IG 4ug [ X0 B X1:3 Zi1:y = 21t | A0:4-1]

A

t .
Iy = Luyg [Xo 8 X145 214 | G011
tin i . _
1G,, = 1G g [X(l)n B X105 21 = 20 | aO:t—l]

in j
10" 2 Ly (X8 X105 Z1s | a0 | -

We will also from now omit the term ”augmented” while still referring to the more general case
of augmentation. For readability, our analysis is done for IG as the only term of the reward,
meaning p; = IG{, V t € [1, T]. Yet, the conclusions will also apply when there are additional

terms for the reward, state-based terms for example. Eq. (3.16) then becomes

T T
* t _ t
Jj = max {Zz% [’Gd} = max {Z’o}- G.18)

t=0 =0

Using Theorem 3.2 over this equation yields

T
* _ tin
Jj = max {Z I } . (3.19)

t=0

in _

Theorem 3.4. Let us define a new reward, p; IGgm. Solving the p-POMDP optimization

problem with this reward is equivalent to solving it with the original reward, p; = IGB, such that

J} = max {p;'" + E [J;;l}} : (3.20)
a Zis1

This, in turn, means that any optimization solver suitable for the original problem, with
the reward p, is also suitable when changing it to p™. This is a key result, since in general
these rewards are only equal in expectation, however it is much more efficient to calculate
p'™", as already discussed for the MI case. The belief tree which resembles this new equivalent
optimization problem is shown in Figure 3.3a. We can then use the IG definition given in
eq. (2.13) and calculate it through the entropy terms. This result is again general, but non-
Gaussian distributions might be non-parametric, which then necessitate the usage of entropy

estimators, plenty of which exist in the literature, as already discussed.

Proposition 3.3.1. Naively calculating the values I}, yields a degenerate belief tree, in which

there are only action nodes, without observation nodes.

This type of a tree can be seen in Figure 3.3c. We do not here analyze whether this formulation
is good or bad compared to the standard formulation nor whether it would even suit a policy
formulation or not. We leave it for future research. We cling to the fact that none of the

state-of-the-art tree-based solvers work this way, and suggest another approach.
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(a) (b)

(]

Figure 3.3: Belief trees over the involved variables only, which resemble optimization problems equivalent to the original
optimization problem. Circles are observation nodes, squares are action nodes. (a) shows a belief tree where the rewards are
sequential involved IGs; (b) shows a belief tree where the rewards are updated incrementally with consecutive involved MIs; (c)
shows the resultant degenerate belief tree when trying to directly go through the calculation of the CItis
degenerate in the sense that there are only action nodes, without observation nodes.

Lemma 3.3.2. Let Ij denote a sequential MI between times 0 and t, and Il?_l =
Laug [Xl-_l B xi;7Z; | hl._] denote a consecutive MI between times i — 1 and i, where h; =
{z1:i-1, G0:i—1} is the history up to time i, without the last observation z;. The sequential MI

can be decomposed into multiple consecutive MI values, such that

! .
; [z§1 [1}_1” : (3.21)

The main result of Theorem 3.2 can be applied on both the sequential and the consecutive

II>

I

MI values by assigning the notations in a slightly different manner, such that the result of

Lemma 3.3.2 is transformed into

{ZE [I;i_l""” , (3.22)

L:i-1

. t
tin _
"=,

i=1
where Ii:_lm
Xi-1.

= Lug [X!", 8 X3 Z; | hj ] is the consecutive MI over the involved subset of the state

Theorem 3.5. Let us define a new reward, p; = Zf:i Iﬁ_ lin. Solving the p-POMDP optimization

problem with this reward is equivalent to solving it with the original reward, p; = 1 Gf), such that
J} = max {p; + E [J;;l]} : (3.23)
ar Zit1

25



This allows the usage of estimators which directly estimate MI, as our suggested estima-
tor MI-SMC does, together with the usage of tree-based solvers of p-POMDP. However, we
emphasize that instead of sequential MI values, we will calculate consecutive MI values.

We note that I_|

in

= HZE [/G_,]. This means that the calculation of the MI values is not

limited only to the observations that are used for constructing the tree, thus the calculation can
be more accurate, which is another added value of this formulation.

And, lastly, we note that p; = fz} [If_lm] =p,_, + Il{“m. Meaning that for each node,
we can calculate the reward based on the previous reward and just update the new information
incrementally, without having to calculate the entire reward from scratch. The belief tree which
resembles this optimization problem is shown in Figure 3.3b.

The above analysis suggests that the entire tree can be constructed considering only the
marginalized beliefs rather than the entire-state beliefs. This, in turn, reduces also the complexity
of constructing this tree, since we avoid maintaining and propagating the beliefs over unnecessary
states. This is done by determining ahead all the involved variables, together with variables
which are required for other reward functions, and marginalizing out the rest of the variables
(the formulation of one-time marginalization we have introduced in section 3.1). Care should be
taken when using this approach, since marginalizing out a variable which would in retrospect be
found to be involved would mean that the tree should be updated from the root. Also note that
this approach might prevent the usage of calculation re-use approaches (e.g. [5], [6]) since we

only consider a subset of the state for the whole planning process.
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Chapter 4

Results

Our approach was tested on an instance of active Simultaneous Localization and Mapping
(SLAM) problem, which is a classical choice for high-dimensional problems, since the state
contains past trajectory and the map. As in Figure 1.1a, an autonomous drone is flying around,
observing landmarks which construct a 2D map. At each time step, it needs to decide where
to move next in order to reduce its state uncertainty, i.e. the drone’s trajectory and the map. In
order to make a decision, the drone estimates the MI value of the different possible actions at
that time. The MI value of states which are distributed with Gaussians has an analytical solution,
which makes it a perfect choice as a first validation of our approach. Although Gaussian, we
emphasize that the different algorithms only get samples as an input, thus work as if it is a
purely non-parametric scenario. Using this simulation, we have tested (i) the impact of the
dimensionality on choosing an action; and (ii) the impact of increasing the dimensionality on
accuracy and timing.

We note that since we chose to deal with Gaussian noise and linear factors, the values of the
states and observations do not matter for the MI calculation, but only the noise values and the
graph structure. This allowed an implementation simplicity, in which the graph of the problem
was created synthetically rather than by creating a specific scenario which includes landmark
locations and a trajectory. It means that motion and measurements were randomly generated, yet
the graph resembled a graph of a SLAM problem. More specifically, the graph was generated

using the following process:

1. It was initialized with a prior over the first pose
2. A new pose was then added by applying motion
3. An observation was made such that a new first landmark was created

4. It then continued by randomly adding 100 factors to the graph (motion and observation),
using the following approach:

e At each time a number was sampled uniformly between 0 and 1

e An observation factor of the last previously observed landmark was generated if the

previous factor was motion and the number was between 0.6 and 1
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e An observation factor of a new landmark was generated if the previous factor was

motion and the number was between 0.3 and 0.6

e A motion factor was generated otherwise

4.1 Impact of the dimensionality on choosing an action

At time ¢, the drone needs to choose between four different actions, each involving an observation
of a different landmark. In this section, we compare between the analytical solution and
the estimation results obtained by three different methods, which we will refer to as Naive
KDE, involve-MI-KDE and involve-MI-SMC. Naive KDE is the naive approach, which uses
a re-substitution estimator with KDE over the entire state; involve-MI-KDE first uses the
involve-MI approach and only then the re-substitution estimator with KDE, i.e. the estimation
is only over the involved subset of the state; involve-MI-SMC is our suggested estimation
scheme, MI-SMC, where we just emphasize that involve-MI is inherent in it. We note that for
these specific tests, the methods which included KDE were implemented as if the inference
engine is perfect, i.e. the posterior samples were generated from the true posterior, whereas
MI-SMC, as shown in Algorithm 3.2, uses samples from the prior belief and propagates them in
a SMC manner. This gives a slight advantage to the methods with KDE over involve-MI-SMC.
The simulations were done in Python, where we used Scipy’s KDE for the two KDE methods.

Using the graph generation discussed above, the prior state has ~ 150 dimensions, whereas
each action currently involves a subset of the state with only 4 dimensions. Each method was
provided with 300 particles (for involve-MI-SMC, n; = nq = 300, ny = n3 = ns = 1), and the
MI was calculated 100 times to evaluate its standard deviation. The mean values and standard
deviations of each method and for each action are shown in Figure 4.1. As expected, Naive
KDE has big mean errors and big variances. These errors are big enough to make the drone
choose an action which isn’t optimal. involve-MI-KDE and involve-MI-SMC, on the other
hand, both present pretty similar and better results compared with Naive KDE, with the former
being slightly better in terms of the mean value, probably due to the prior advantage we have
provided it with. We note that also for the case of the involve-MI estimators, the drone might
choose an action which isn’t optimal due to the similarity between the MI values of this specific
test, however an increase in the number of samples will solve this (a smaller increase compared

with the one needed for the naive approach).

4.2 Impact of increasing the dimensionality on accuracy and timing

We have also tested the impact of increasing state dimensionality on the standard deviation of
each estimator, where the action now stays the same. The original motivation is to show that
as the dimension grows, an exponential number of samples would be required in order to get
the same accuracy for the naive approach. However, it is not feasible with the dimensions we

chose for this simulation. Instead, we approach it in a different manner, and show that as the
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Figure 4.1: A comparison between the mean MI values of the different actions and calculation methods. The standard deviation
of the calculation methods are shown as error bars. While the mean values, even if not close to the analytical values, maintain
action consistency, the real problem is the standard deviation. For a specific trial, the actions ordering might be changed due to the
overlaps between MI’s possible values. The naive approach suffers the most from this problem.
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Figure 4.2: Impact of dimensionality on MSE (standard deviation) for the three methods. Naive KDE’s error linearly increases
with the state’s dimension. Using involve-MI keeps it roughly constant, independent of the state’s dimension.

29



—— MNaive KDE
involve-MI-KDE
60 —— involve-MI-SMC

40 1

204

Average calculation time [sec]

T T T T T T
0 20 40 60 80 100 120 140 160
State dimensionality

Figure 4.3: Impact of dimensionality on calculation time for the three methods. Naive KDE’s calculation time linearly increases
with the state’s dimension. Using involve-MI keeps it roughly constant, independent of the state’s dimension.

dimension grows, for a constant number of samples, the accuracy is harmed. To achieve the
increasing dimensionality, we exploited the fact that in full SLAM the graph’s dimension is
increased in time. During the creation of the big synthetic graph generation, at each time just
before applying motion, the MI value of the current graph was calculated. Each estimator, again,
was provided with 300 particles and the MI was calculated 100 times to evaluate its standard
deviation and the average calculation time. The results can be seen in Figures 4.2 and 4.3.
Both the standard deviation and calculation time of the MI using Naive KDE increase with the
state’s dimension, an increase which seems linear. On the other hand, for involve-MI-KDE and
involve-MI-SMC both the standard deviation and calculation time are roughly constant. This is
thanks to the fact that the involved subset is of the same dimension during this simulation (only
one landmark is observed for each action). This demonstrates our main contribution, for which
involve-MI is better both in terms of accuracy and time complexity, for the same number of
samples. The standard deviation and timing of both involve-MI-KDE and involve-MI-SMC
are comparable, with a slight advantage to involve-MI-SMC. We remind that involve-MI-KDE
has a complexity of O(mn’d) whereas involve-MI-SMC has a complexity of O(mnd), which
suggests that a better performance should have been obtained for involve-MI-SMC. However,
it is very likely that the Scipy’s KDE implementation is optimized, whereas the implementation
of involve-MI-SMC is currently very simple and straightforward. We thus conjecture that the
timing could be further improved. We also conjecture that providing the KDE methods with a
practical inference engine, rather than the current perfect inference it was provided with, and

using more complex distributions, will increase the gap in terms of accuracy.
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Chapter 5

Conclusions and Future Work

To conclude, we have identified a void in the informative planning subject. For the case of
high-dimensional non-parametric beliefs, the complexity becomes too high for solving (not
to mention online solutions), thus current state-of-the-art approaches either avoid the high-
dimensionality, assume very specific settings or apply rough approximations which impact the
accuracy.

In this work, we have filled this void, mainly by reducing the dimensionality of the state
for the expected reward’s (MI) calculation, while relaxing many of the former assumptions and
approximations. We have then shown the same conclusion applies also for the more general and
complex augmented scenario, in which the dimensionality is inherently increased at each time
step. We refer to the approach of dimensionality reduction for MI calculation as involve-MI.
Next, we have introduced an estimator, MI-SMC, which avoids the reconstruction of future
belief’s surfaces in case that we have access to the probabilistic models of the problem, which
we conjecture might reduce the estimation error and timing, compared to KDE-based approaches,
for example. This, in turn, also makes it an anytime algorithm. Lastly, for the completeness
of this work, we have related back to the planning optimization problem and shown how both
involve-MI and MI-SMC can be applied in it. We emphasize again that this work contributes
specifically to the objective function calculation, and thus can be used as a black box together
with many other state-of-the-art algorithms which contribute to other building blocks of the
planning task.

Our work was tested on an active SLAM problem, and was compared to a naive approach.
The results show that involve-MI is superior to the naive approach of going through the entire
state, in terms of both accuracy and timing. MI-SMC is shown to be only slightly better than the

KDE estimator, however we conjecture that code optimization for MI-SMC will increase the gap.

5.1 Future Work
In future work, we believe our approach can be extended in the following directions.

1. Working with the more complex focused case, for which we are only interested in
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quantifying the uncertainty over a subset of the entire state, as it was done in [13] for

Gaussian distributions

. Given the latest novelties in non-parametric inference, such as the work of [10], we

believe it would be very relevant for efficient and accurate non-parametric marginalization

. Relaxation of the underlying assumptions regarding data-association and single factor

graph structure per action

. Transferring our approach to other uncertainty measures. We conjecture that, at least

approximately, the behavior will remain

. Simplification via removing the correlations between the involved variables, i.e. calculat-

ing the uncertainty of each involved variable individually
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Chapter 6
Appendix

Proof of Theorem 3.1

Using the chain rule for MI, where the state is arbitrarily partitioned as X = {X4, X8} yields
1[X:Z) =1[X"X5Z) =1[X"Z] +1 [X% 2| X*]. 6.1)

Given that X4 = X", we denote X® = X, such that the conditional MI becomes

1 [)?B;Z | f(A] =1 [f(”'”;Z | f(”’]. By definition, the conditional MI is

rpemzixe s [ e,
7 JXin Y in

Y (6.2)
PxX™™,Z | X" PR
[ — ( — | = )~, dX™"dX"dZ.
P(X—‘m | Xm)P(Z | Xln)
Using the chain rule over the numerator inside the log term, we get
PX™", Z | X™) = P(Z | X", X"MPX T | X, (6.3)

Since X" is defined such that it contains all the variables involved in generating the observations
7, we can state that P(Z | X", X™") = P(Z | X'), so eq. (6.3) becomes

P(X™",Z | XM = P(Z | X™PXT" | X7, (6.4)
Plugging this term back into eq. (6.2) yields
I[X™™Z X"+ fz f ) f _BZ X", X" log (1)dX™"dX"dZ = 0. (6.5)
Using the above result, eq. (6.1) then transforms into

1[%:2]) = 1[%"7]. (6.6)
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Proof of Lemma 3.1.1

We remind the augmented MI definition in eq. (2.15) is
Laug [X 8 Xpew; Z] = H [X] = H X, Xnew | Z]. (6.7)
Using the following known identities

7{ [X] = 7—{ [X, Xnew] - 7—{ [Xnew | X] (68)
I [X’ Xnew; Z] = 7'{ [X, Xnew] - 7—( [X, Xnew | Z] s (69)

we get the relation between MI and the augmented MI

qug (X B Xyew; Z] = T[X, Xyew; Z] — H [Xnew | X]. (610)

Proof of Theorem 3.2
By defining X = X’ and X" = {X™, X,,0,»}, we can use the result from Theorem 3.1 to get
IX, Xnews Z1 = 1 [X", Xpow3 Z] . (6.11)

Looking at the conditional entropy term in the result of Lemma 3.1.1, we can rewrite it as
H [ Xpew | X1 = H [Xnew | X, Xﬁ"”] . By our definition of X", X,,,,, is conditionally independent
of X7 given X, i.e. P(X,er | X™, X7 = P(Xyey | X™). Thus, one of the conditional entropy
properties states that

H Xpew | X1 =H [Xpew | X" (6.12)

Plugging (6.11) and (6.12) back into the result of Lemma 3.1.1 (eq. (6.10)) we get that
Laug X 8 Xpews Z1 = I [X™, Xpews Z] = H [Xpew | X"] . (6.13)

We then observe that by using the result from eq. (6.10), the right hand side in eq. (6.13) is equal
t0 Luug [Xi” B Xews Z} , and so we finally conclude that

Iaug [X 8 Xpew:; Z] = Iaug [Xin B Xnews Z] . (6.14)

Proof of Theorem 3.3

We begin by using the definition of the augmented MI, given in eq. (2.15), over the involved
subset, which is

Lug [ X" 8 Xpew: Z) 2 H [X™] = H [X", Xpew | Z] . (6.15)
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Using the chain rule for conditional entropy over the second term on the right hand side of
eq. (6.15) yields
H [X™, Xpew | Z] = H [X™, Xpews Z] = H[Z]. (6.16)

Using the same principle twice again eventually yields
H X", Xpew | Z) = H [X"] + H [Xoew | X" ] + H [Z| X" Xpew] = H[Z]. (617

Plugging back into eq. (6.15), we observe that the term H [Xi”] is canceled out. Then, by
using the result of Theorem 3.2, the augmented MI term over the high-dimensional state finally

becomes
Loug [X 8 Xpew: Z1 = =H [Xpew | X*] = H [Z | X", Xpew] + H[Z]. (6.18)

Proof of Theorem 3.4

We remind eq. (3.19) is

T
J* = AR 6.19
o ZIO??_’%{ZO} 619

t=0

The involved MI is by definition an expectation over the involved IG

"+ E

E 1G4"] . (6.20)

Plugging this back into eq. (6.19) yields

= max {ZT] { E [IGgi"” } : 6.21)

t=0

Due to commutativity, we can again switch between the order of expectation and summation,

which yields
T
J* = E 1G5 % 6.22
- ma{ 2 |3 et o

We then separate the first action ag from the rest of the actions a;.7—;. We also observe that Z;

is not a function of a;.7_; and that | Ggm is not a function of both a;.7_; and Z;. This yields

o T .
J* = IGY" + E E IGL™ . 6.23
o m;s}X{ OB | B, |20 623

We then observe that the term inside the expectation over Z; is equal to J, which yields the

following recursive form

J* = {IGOm +E [J* } , 6.24
0 =max ity + 2% Enl (6.24)
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and, in general, for each t € [1,T — 1]

E [J,*H]} . (6.25)

JF = max {IG;)’” +
az Zisi

We observe that this is the Bellman optimality equation with a new reward, p" £ IGgi". This

eventually means that Solving the p-POMDP optimization problem with this reward is equivalent

to solving it with the original reward we have started with, p; = IGj,.

Proof of Proposition 3.3.1

We remind eq. (3.19) is

T
* _ tin
Jj = max {Z I } : (6.26)

t=0

Since by definition Igm = 0, we can start the summation from ¢ = 1

T
Jr = "y 6.27
; 22?.’%{20} 627

t=1

We then separate the first action ag from the rest of the actions aj.7—;. We also observe that / ém

is not a function of a;.7r_;. This yields

T-1
* _ 1in tin
Jy = rrlll'f)lx {IO + 31111;1341 {Z I }} . (6.28)

=2
We then observe that the term max {ZIT:_; If)m} is equal to J*, which yields the following
arr-1
recursive form
* _ 1in *
Jj = max (" + 7t} (6.29)
and, in general, Yt € [1,T — 1]
J} = max (™ v, (6.30)

We observe that this recursive form is slightly different than the Bellman optimality equation.
The Bellman optimality equation, as can be seen in eq. (3.17), includes also expectation over
future observations, while in this formulation it is omitted (more specifically, it is considered at
the level of calculating the values ). This, in turn, means that a corresponding tree will lack
observation nodes, thus it will be a degenerate belief-tree. We note again that this is the result of

naively going through direct calculations of the values ;).
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Proof of Lemma 3.3.2

We remind that the sequential augmented MI is defined as
16 = Iaug [Xo 8 x1.1; Z1:4 | ap:-1] = ZE [IGaug [Xo B X145 Z1: = 21 | G0:4-1] ] . (6.31)
1t

Detaching the observations Z;,1.;, where 0 < [ < ¢, and expressing the augmented IG with

entropies, we get

Laug [X0 8 x1.5: Z1 | dgu 1] = B [ E [H[Xo] - H [thht]H. (6.32)

1:1 I+1:t

Adding and subtracting the term H [X; | /], it becomes

Laug [Xo B x1:65 21 | @011 = B { E [{‘H[XO] — H X1 | hy] }+
1:1 1+1:t (633)
+ {H X, | ] = H X, | ] }H.

Observing that both new differences are augmented IGs as well, and that the first difference is

not a function of the last observation, we get

Taug [Xo B X1.45 Z1 | Gg4-1] = ZE [IGaug [Xo 8 X115 211 | @p:—11+
H (6.34)
+ E [IGaug (X1 8 X1 1.6 201 | aO:t—th:l]”a

Zis1

The expectation over the augmented IG is the augmented MI, and so we get the following

recursive form

Laug [Xo B x1:45 Z1:t | @0:0-1] =laug [Xo B X105 Z1g | ag-1] +

(6.35)
+ ZE {Iaug (X1 B X4 1.5 Zis 1 | G0z-1, 214] }
1:1
The specific case of choosing / =t — 1 yields
Taug [Xo B X145 Z1:4 | @0:0-1) =laug [Xo B X1:0-15 Z1:-1 | G0:1—2] +
(6.36)

+ Z{;E;_l [laug [Xt—l B X, Z; | ht_] }’

where h; = {z1..-1, ao.~1} is the history up to time ¢, without the last observation z;. Opening the

recursive form of the sequential augmented MI in eq. (6.36) yields

Laug [Xo B x1:45 Z1t | A0:-1] = Taug [XO B X132 | hl_] +

6.37
+£E [Iaug [Xl B x2; 23 | hg] } Tt ZE [laug [Xt_1 B x5 Z | ht_] }, ( )
! L:i—1
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which can more compactly be written as

t
Laug [Xo 8 x1:45 Z14 | @o—1] = ; {5%1 [laug [Xio1 B x;;Zi | by H (6.38)
Returning to the short notations, we finally get
t
r_ i
=3 L:F | [11._1”. (6.39)

i=1
Proof of Theorem 3.5

We remind eq. (3.19) is
Jy = " 6.40
§ = max {Z (6:40)
Since by definition Igi” = 0, we can start the summation from ¢ = 1
T .
Jy = ma 1" 5. 6.41
0 aO:Tf(l {Z 0 ( )
Plugging the result from eq. (3.22) into the above yields
t .
* i mn
3 -%&%{Z ERLE H]}- (642)

=1
Due to commutativity, we can switch between the order of expectation and summation, which

yields
t

JF = " : 6.43
EAERICll} o

We then denote p;_| = [I’ i"}, and get

T T-1

Jy = E ' = E ARE 6.44
0 2)1?% {Z]:T—] [;pt_li } 2)1?3(1 {ZI:T—I [;pt] } ( )

We then separate the first action ag from the rest of the actions a;.7_;. We also observe that Z;
is not a function of a;.7_1, and that p(’) = I(l)m is not a function of both a;.7_1 and Z; (since I(l) is

already an expectation over Z;). This yields

T-
Jy = maX {po + E [5111?% {er 1 [2 ] }] } (6.45)

38



We then observe that the term inside the expectation over Z; is equal to J, which yields the

following recursive form
J*:ma{’+E J*}, 6.46
0 = Max Lo Z.[ /] (6.46)

and, in general, V¢ € [1,T — 1]

J = max {p; + E [J,*H]} ) (6.47)
ar Zis

We observe that this is the Bellman optimality equation with the new reward, p;. This eventually
means that solving the p-POMDP optimization problem with this reward is equivalent to solving
it with the original reward we have started with, p; = IG{,. We note another slight difference

between the formulations, for which the latter formulation does not include a terminal reward.
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