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Abstract

Object classification is an important task in aerospace and robotics. Although in re-
cent years the field saw many advances with the introduction of deep-learning-based
approaches, reliable classification remains a challenge. In this thesis, we address two
challenges in object classification: classification aliasing for certain relative viewpoints
between object & camera, and the epistemic uncertainty of the classifier. We address
both of those challenges in four works. The first introduces a semantic SLAM approach
that maintains a hybrid belief over objects and classes, and leverages the coupling be-
tween them to assist in data association disambiguation and improve classification and
localization performance. In the second work we maintain a hybrid belief in a multi-
robot distributed setting while addressing double-counting for both continuous and
discrete states. The first two works model the coupling between poses and classes
via a viewpoint dependent classifier model. The third work proposes a sequential
classification approach that reasons about posterior epistemic, or model uncertainty,
to improve classification performance. The fourth work proposes two methods that
both address classification aliasing and posterior epistemic uncertainty: Multi-Hybrid
(MH) and the more computationally efficient Join Lambda Pose (JLP). Eventually,
we extend those methods to an active belief-space-planning setting, while utilizing an
information-theoretic cost for the posterior class probability. We used a viewpoint de-
pendent classifier uncertainty model that predicts epistemic uncertainty from different
viewpoints both for inference and planning. The methods are evaluated both in sim-
ulation and experiments and demonstrated increased performance in classification and

localization.






Chapter 1

Introduction

1.1 Motivation

Classification and object recognition is a fundamental problem in robotics and com-
puter vision, which plays a significant role in numerous problem domains and applica-
tions, including semantic mapping, object-level simultaneous localization and mapping
(SLAM), active perception and autonomous driving. Yet, reliable and robust classifica-
tion in uncertain and ambiguous scenarios is challenging, as object classification is often
viewpoint dependent, influenced by environmental visibility conditions such as lighting,
clutter and occlusions, and limited by the classifier’s training set. In recent years, with
modern implementation of deep learning methods, classification performance has vastly
improved from previously used methods. In closed testing environments the classifiers
perform even better than humans.

Despite the advancements, reliable classification still remains a challenge and the use
in real-life applications still remains unreliable. Once the classifier leaves the training
data it performs worse, especially when encountering unknown scenes and objects that
the training set did not account for. Quantifying this uncertainty opens the possibility
of safer classification, and eventually make decision making based of this classification
more reliably.

In this work, we focus on two key challenges for object classification. The first is
classification aliasing: object often appear different from certain viewpoints, with vary-
ing shapes and colors. Moreover, distinguishing between different object classes may
prove impossible for certain types of objects from particular relative viewpoints. In
addition, object and camera pose may be uncertain as well. A possible solution we con-
sider is modeling the classification scores given the object’s candidate class and relative
viewpoints between camera and object, where the poses are inferred probabilistically
via semantic SLAM. Another solution is integrating both classification and localization
data from multiple images into posterior data. We model this viewpoint dependency
via a viewpoint dependent classifier model; This model, in addition to assisting in

accurate classification, also assists in improving SLAM performance. Previous works



either used most-likely class semantic measurements, or utilized a viewpoint dependent
classifier model in a setting with solved localization. In contrast, we consider semantic
measurements of probability vectors in a setting with unknown poses, and infer both
the poses and the classes in an object based SLAM setting. We utilize this classifier
model both in a single robot scenario to assist in data association disambiguation, and
in a distributed multi-robot setting. By leveraging the coupling between poses and
classes via a hybrid belief, we improve classification and localization performance.

The second challenge is reasoning about test data that is not present in the classi-
fier’s training. As such, the classifier, in the presence of such data, provides unreliable
results that may induce catastrophic failures in systems that rely on accurate classifi-
cation, such as autonomous vehicles. Identifying when the classifier provides reliable
classification scores is crucial, and reasoning about the accumulated epistemic uncer-
tainty proves beneficial both for classification and subsequent decision making. While
existing works that reason about epistemic uncertainty in classification, are doing so
on a single image bases, while works that address sequential classification do not con-
sider epistemic uncertainty. In this work we bridge the gap and propose epistemic-
uncertainty-aware sequential classification methods; First for a focused case where we
do not reason about localization and do so for a single object, and then expand it to
a case with unknown localization, integrating epistemic uncertainty inference within a
semantic SLAM framework.

As we established, integrating information from multiple sources is highly beneficial.
Furthermore, autonomous vehicles are often not alone within the environment they are
operating with. Multiple agents within the environment may provide coverage that
a single vehicle is not able to. As such, integrating information collected from all the
vehicles proves beneficial and provides superior performance compared to using a single
vehicle. There are three common frameworks for multi-agent systems: centralized,
decentralized, and distributed. With centralized frameworks, all agent communicate
with a central processing unit that processes the information sent by every agent.
Decentralized systems spread the processing over multiple separate processing units.
In distributed systems each agent is independent and autonomously integrates and
processes the information it receives from other robots. While planning distributed
systems is a the most challenging, such systems provide greater robustness, as the
agents within require sharing the information they gathered with others only when the
opportunity arises. As robots communicate between each other in distributed systems,
it must not count measurements more than once. Otherwise, they risk double counting
information which may lead to erroneous and overconfident estimations. Most works
about distributed semantic SLAM consider only reason about continuous variables,
subsequently addressing double counting only for continuous variables. Other works
that do reason about semantic measurements in distributed SLAM do so with most-like-
class measurements. In this work, we maintain a hybrid belief over poses (continuous)

and classes (discrete) in a distributed setting while utilizing a class probability vector
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semantic measurements. In addition, we address double counting for both continuous
and discrete random variables.

Up to this point, we discussed addressing uncertainties in classification in a passive
setting, where the robot actions are determined by an outside source. The autonomous
setting, where the robot determines its actions. Autonomous navigation is a widely
researched topic, extending many fields such as autonomous vehicles. In particular,
object classification is key for application that require exploration of the surrounding
environment. To be fully autonomous, it must be able to make decisions based on
its measurement history, while accounting for different sources of uncertainty. The
planning under uncertainty problem can be formulated as a partially observed Markov
decision process (POMDP). One common approach for solving the POMDP problem
is belief space planning (BSP), where a probability density function is maintained over
the states; Each candidate action is evaluated by the induced evolution of the belief,
and the best action is chosen such it optimizes an objective function. BSP utilizes
known models to infer the next best action without the need of prior experience, unlike
e.g. reinforcement learning. Existing active classification approaches do not use BSP,
instead using reinforcement learning or other methods. In addition, those methods to
not consider epistemic uncertainty of the classifier. We, on the other hand, consider
the epistemic-uncertainty-aware semantic SLAM methods we developed, and extend
those to an active setting, while also considering an epistemic-uncertainty-aware reward

function.

1.2 Thesis Contributions

In this thesis we investigate approaches for passive and active classification, while con-
sidering viewpoint dependency and epistemic uncertainty. The main contributions of

this thesis are formulated as follows:

1. We tackle classification aliasing and localization uncertainty via a semantic SLAM
approach that maintains a hybrid belief over poses and classes. We utilize seman-
tic measurements of class probability vectors, and leverage the coupling between
poses and classes via a viewpoints dependent classifier model. For a single robot,
we use the classifier model to assist in data association disambiguation, and after-
wards extend the approach to a distributed multi-robot setting, while addressing
double counting both for continuous and discrete random variables, poses and

classes respectively.

2. We address classifier epistemic uncertainty in classification. We present meth-
ods for sequential classification that reason about posterior epistemic uncertainty
in the passive case. First, we address sequential classification in a focused case

without localization, then present two methods for addressing classification un-



certainty via both classification aliasing and epistemic uncertainty in a semantic
SLAM setting.

3. We address classifier epistemic uncertainty and classification aliasing in a BSP
setting; By planning over a novel epistemic-uncertainty-aware reward function,
we improve classification scores over existing approaches that do not reason about
classifier epistemic uncertainty. We utilize a viewpoint dependent classifier un-
certainty model for generating predicted epistemic-uncertainty-aware semantic

measurements for planning.

1.3 Thesis Outline

First, we survey the relevant literature in Chapter 2. The main content of the thesis is

split into four chapters:

1. Chapter 3: Data association aware SLAM using a viewpoint dependent classifier

model.
2. Chapter 4: Distributed semantic SLAM with viewpoint dependent classifier model.

3. Chapter 5: Model uncertainty aware sequential inference of posterior class prob-
ability

4. Chapter 6: Posterior classifier epistemic uncertainty aware semantic inference and

belief space planning.

The first two chapters address the viewpoint dependency of classifier scores. In
Chapter 3 we present an approach for using a viewpoint dependent classifier model
to assist in data association disambiguation and improve classification and localization
performance. In Chapter 4 we expand the approach presented in the prior chapter to
a distributed multi-robot system framework. The next two chapters address classifier
epistemic uncertainty. In Chapter 5 we present an approach for sequential classification
of a single object that reasons about epistemic uncertainty without considering local-
ization. In Chapter 6 we present two approaches that address viewpoint dependency
and epistemic uncertainty simultaneously, first for inference, and then expanding to a

BSP setting. In Chapter 7 we conclude and present possible directions for future work.



Chapter 2

Literature Survey

2.1 Classification and Deep Learning

In recent years deep learning based convolutional neural networks (CNNs) since in-
troduction produced vastly superior performance than anything came before that. A
modern CNN was introduced first by Krizhevsky et al. [1], AlexNet, that outperformed
every other classification algorithm (such as SVM) before that. Since then, many vari-
ations of CNNs were introduced that improved classification performance even further.
Notable architectures include VGG by Simonyan et al. [2], GoogLeNet by Szegedy et
al. [3], ResNet by He et al. [4], and CapsNet by Sabour et al. [5]. Amini et al. [6] presents
a dropout-based method that uses spatial for inferring epistemic uncertainty. Malinin
and Gales. [7] presented Prior Networks (PN), an approach for estimating predictive
uncertainty: both epistemic and aleatoric. SCOD by Sharma et al. [8] utilizes local
curvature of deep neural networks to produce epistemic uncertainty estimations. These
algorithms classify objects on a single image basis, but for more accurate classification
in real environment multiple images may be required.

Several sequential classification algorithms were developed in recent years. Coates
and Y. Ng [9] proposed a method that updates a posterior class probability by mul-
tiplying prior class probability with a new classification measurement, considering an
object detection problem. Omidshafiei et al. [10] mentions the Static State Bayes Fil-
ter (SSBF) algorithm that extends the work by Coats and Y. Ng for multiple possible
classes. It assumes the prior, posterior and likelihood all categorically distributed.
Patten et al. [11] used a method similar to SSBF in the context of active classifica-
tion. Atanasov et al. [12] proposed a method that updates categorically distributed
posterior pairs of candidate object classes and orientations. This approach utilizes a
viewpoint dependent observation model. Pillai and Leonard [13] proposed a monoc-
ular SLAM-aware object classification system. Omidshafiei et al. [10] developed the
hierarchical Bayesian noise inference (HBNI) algorithm. At each time step, the algo-
rithm updates class probabilities with the likelihood of the soft-max classifier output

modeled by Dirichlet distribution, with a noise parameter for each possible class. Mu



et al. [14] utilizes a Dirichlet prior and most likely classifier observations, while ad-
dressing the challenging problem of data association. Teacy et al. [15], and Feldman
& Indelman [16] utilized a Gaussian process viewpoint dependent classifier model to
assist in classification tasks. Kopitkov and Indelman [17] utilized a viewpoint depen-
dent classifier model, learned offline via deep learning, for probabilistic inference over
robot trajectory. While the above works address sequential classification, none of them
reason about uncertainty of classification results and viewpoint dependency between
poses and classification scores.

Recently, several works developed methods for computing epistemic uncertainty
for deep learning applications. Paass et al. [18] proposed Bootstrapping, where mul-
tiple classifiers are trained on the same training set. Grimmett et al. [19] suggested
using normalized entropy of class probability as classification uncertainty. However
this approach does not consider how certain the class probability itself is. Gal and
Ghahramani [20] [21] proposed utilizing neural network dropout to estimate epistemic
uncertainty for an input of a single image. Kendal and Cipolla [22] build upon these
works, utilizing dropout to compute uncertainty in CNN-based camera relocalization.
Both infer epistemic uncertainty from a single image input only. Mishkov and Julier [23]
compare between multiple methods to predict uncertainty in classifier output, using Hy-
brid Monte Carlo (HMS) as a baseline. They found that Stochastic Gradient Langevin
Dynamics (SGLD) and Dropout (see [21]) methods performed the best in terms of ac-
curacy. Furthermore, Kendal and Gal [24] analyze the major two types of uncertainty:
epistemic uncertainty or model uncertainty, and aleatoric uncertainty that captures
noise inherent in observations. Yet, these works consider classification given a single
image frame, as opposed to Bayesian sequential classification given multiple images
that we consider herein.

A related problem to object classification is object detection - indeed, first, one has
to detect there is an object, e.g. in the captured image(s), and only then attempt to
infer its class. Viola and Jones [25] presented a machine learning approach for object
detection via a series of classifiers to detect and use critical features within the image.
This algorithm was tested for face detection. Felszenszwalb et al. [26] detected objects
via a mixture of multiscale deformable part models. In the last few years Regional
Convolutional Neural Network (RCNN) were on the rise for object detection. Girshick
et al. [27] first proposed the R-CNN, and later works [28-30] improved upon it by

making it computationally faster.

2.2 Single and Multi-Robot SLAM

Simultaneous localization and mapping (SLAM) is the computational problem of in-
ferring a robot’s location in an unknown environment, while mapping it (referred to
as Full SLAM), or only utilizing landmarks to produce relative pose constraints (Pose
SLAM, see [31]). State of the art SLAM approaches resort to a smoothing formulation,



often expressing the problem in terms of graphical models, such as a factor graph [32].
In the graph based SLAM paradigm the problem is usually divided into two parts:
graph construction (front-end, see for example [33]) and graph optimization (back-end,
see for example [34]). The front-end is entrusted with processing raw measurements
(e.g. images), detecting features and tracking them across different frames, i.e. solving
the data association problem. The back-end process formulates appropriate constraints
given the tracked features, constructs the corresponding factor graph and performs
probabilistic inference to recover the SLAM solution. Several (back-end) approaches
for computationally efficient optimization were developed in recent years, such as in-
cremental smoothing and mapping (iISAM) [35] and iISAM?2 [36]. A typical assumption
in SLAM approaches is that data association, e.g. feature correspondences, is given
and outlier-free. Such an assumption is less realistic in many real-world scenarios that
exhibit some level of perceptual aliasing. Indeed, incorporating incorrect constraints
(due to outliers) within the optimization can lead to catastrophic results. Optimiza-
tion approaches that attempt to be resilient to outliers overlooked by the front-end,
or alternatively, that reason about data association within inference, are under active
development by the research community [37].

SLAM approaches that reason about objects as landmarks, instead of traditionally
used 3D points, are referred to as object-based SLAM (see [38]). This approach requires
the robot to detect objects, generate measurements, and associate these measurements
to unique object identifiers that can be acquired for example by classification. As such,
object based SLAM is a problem that is coupled with the object classification problem
(see [14]). Compared to traditional SLAM solutions that use low level primitives (such
as image point features that correspond to 3D landmarks), object-based SLAM is much
less memory intensive, as it tracks significantly less landmarks. Moreover, it provides a
richer and more useful map of the perceived environment, enabling for example high-
level task specification and planning. Kostavelis and Gasteratos [39] provided a recent
survey of semantic mapping. Recently Gawel et al. [40] proposed the X-View algorithm,
a multi-view semantic localization system, with a graph-based approach for semantic
topologies. Nakajima et al. [41] proposed an efficient semantic mapping method with
geometric based incremental segmentation. Josifovski et al. [42] presented an approach
for pose estimation using a classifier model that utilizes 3D models. Wu et al. [43]
presented an approach for relative pose estimation from images of objects using a
neural network that is trained on synthetic data.

Data association of features or objects between images is a complex and important
problem for a variety of autonomous system applications (e.g. SLAM). Naturally, many
approaches were proposed to deal with this problem. An important early work is the
joint probability data association (JPDA) approach by Fortmann et al. [44], which
considers all possible options, therefore it is computationally slow and not practical.
Sunderhauf and Protzel [45] proposed an approach to detect faulty loop closures that

lead to erroneous data association in back-end optimization. Wong et al. [46] presented



a Dirichlet Process Mixture Model (DPMM) for data association for a partially observed
environment. Olson and Agarwal [47] proposed a robust approach that uses max-
mixture models. [48] classified measurements as coherent or not, thus predicting if
they will result in erroneous data association. Pathak et al. [49,50] proposed a data
association aware belief space planning algorithm that models the belief as a Gaussian
Mixture Model (GMM). Recently few works addressed data association problem with
deep neural networks, specifically Long Short Term Memory (LSTM). Milan et al. [51]
presented a method based on LSTM neural network for data association, training it on
the MOTChallenge dataset. Farazi and Behnke [52] expended on the above work to
visually track and associate between identical robots using an LSTM based approach.

More recent works about data association include: Doherty et al. [53] presented
a semantic SLAM approach that represents data association hypotheses as multiple
nodes in a non-Gaussian sensor model. Berneiter et al. [54] proposed a semantic SLAM
approach for solving data association using multiple hypothesis trees. MHJCBB by
Wang and Englot [55] is a multi-hypothesis approach for solving data association in
SLAM that uses a modified joint compatibility branch and bound approach. Localiza-
tion uncertainty will be also considered, thus leading to a hybrid belief over continuous
(localization) and discrete (classification) variables. Hsiao et al. [56] presented MH-
iSAM2: a modification of iISAM2 that addresses multiple data association hypotheses.
Ok et al. [57] proposed ROSHAN, a object-based SLAM approach that is specifically
designed for high-speed navigation, and represents objects as ellipsoids. We aim to
create a data association scheme for classification for multiple objects, including dif-
ferentiating between them even if their underlying class is the same. Previous works
utilize only most likely class classifier output to address data association; in contrast,
we consider richer classifier output, that can lead to more reliable data association (e.g.
address cases of multiple objects with the same class in the environment).

The following are the most relevant works that present approaches for hybrid be-
lief inference. Segal and Reid [58] proposed a message passing algorithm to optimize
hybrid factor graphs for inference. The discrete-continuous graphical model (DC-GM)
approach by Lajoie et al. [59] performed inference on a hybrid factor graph that pro-
duces near-optimal estimates. Mu et al. [14] proposed a sampling based approach that
uses most likely class semantic measurements; this approach performs batch inference
using expectation maximization (EM). Bowman et al. [60] utilizes most likely class
and bounding box measurements, in addition to geometric measurements, to perform
SLAM and DA disambiguation using EM as well. The above approaches consider only
the most likely class and do not reason about viewpoint dependency of classification
results. In contrast, we utilize richer classifier output in conjunction with a viewpoint
dependent model to perform object level SLAM, while maintaining classification and
DA hypotheses.

Generally, more information allows better SLAM accuracy. Multi-agent systems

can provide significant performance boost over utilizing a single robot. There are mul-
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tiple works addressing multi-robot SLAM, both for centralized and distributed systems.
Choudhary et al. [61] proposed passive multi-robot object based SLAM by using RGBD
cameras and a CNN object classifier. Cunningham et al. [62] proposed DDF-SAM (dis-
tributed data fusion smoothing and mapping) to avoid double counting by keeping two
maps for each robot: one is self created, other is constructed from neighbouring robots’
data. Later Cunningham et al. [63] proposed DDF-SAM 2.0 in which each robot keeps a
single map and avoids double counting by information downdating. Indelman et al. [64]
proposed a graph based method for distributed consistency and double counting avoid-
ance. This approach was then used in [65] in the context of three-view geometry based
distributed localization in unknown environments. While many works about SLAM
assume known data association, Indelman et al. [66] proposed an approach for dis-
tributed multi-robot SLAM with unknown data association by choosing the most likely
hypothesis from multiple options. Walls et al. [67] proposed a distributed geometric
SLAM approach that communicates factors between robots. Other approaches for ge-
ometric SLAM include Extended Kalman Filter (such as [68]) or Particle Filter based
methods (such as [69]). Choudhary et al. [70] presented an approach for distributed
semantic SLAM which communicates relative poses between robots and uses object
class information for data association.

Consistent estimation is a key issue in a distributed setup, with multiple approaches
proposed to address it. Bahr et al. [71] proposed a distributed algorithm for under-water
vehicles, with an approach for using all measurements without information loss. Indel-
man et al. [64] proposed a graph based method that calculated cross-covariance terms
that represent the correlation between measurements from different robots, utilizing it
for consistent estimation. Cunningham et al. [62] presented the DDF-SAM distributed
SLAM algorithm that avoided double counting by creating two maps for each robot:
local and global. The global map is updated with condensed local maps. A later work
by Cunningham et al. [63] introduced DDF-SAM2, where each robot maintains only
the global map. To avoid double counting, the old information during communication
is filtered out via down-dating by each robot. Brooks et al. [72] address the problem
of distributed information fusion from sensors about classifying and tracking a target.
These approaches consider continuous random variables. In contrast, we reason about

discrete variables as well.

2.3 Active Classification Under Uncertainty

The active classification problem was studied extensively in the computer vision com-
munity. Earlier works include, for example, Aloimonos et al. [73] for active vision, and
Connolly [74] for next-best view planner. Wilkers and Tsotsos [75] utilized a decision
tree based approach with line segmentation to move a robotic arm around an object.
Gao and Koller [76] proposed an active classification approach that utilizes multiple

classifiers. Holinger et al. [77] proposed a Bayesian active classification scheme for

11



underwater applications. Singh et al. [78] proposed the eSIP planning algorithm for
multi-robot active classification. Works by Teacy et al. [15] and Velez et al. [79] pro-
pose approaches that utilize a viewpoint dependent classifier model to update posterior
class probability. Guruau et al. [80] proposed an approach that predicts the classifi-
cation failure probability for active planning. Other works incorporated probabilistic
models into active vision systems [81-83]. Liu et al. [84] proposed an approach that uti-
lizes both geometric and semantic measurements for planning using a sampling based
method. Wandzel et al. [85] proposed OO-POMDP for object-oriented planning, which
factorizes the robot’s belief into independent distributions, allowing for more efficient
planning. We note, however, that the above approaches do not consider localization
and epistemic uncertainty.

Several planning approaches that do reason about epistemic uncertainty were pro-
posed; Faddoul et al. [86] reasoned about epistemic uncertainty in MDP and POMDP
transition matrices, creating a framework for decision making. Hayashi et al. [87] pro-
posed an approach that actively trains uncertain dynamic models via neural network
priors. These works do not consider epistemic uncertainty in the context of classifica-
tion. Lutjens et al. [88] presented a reinforcement learning approach that reasons about
epistemic uncertainty for obstacle avoidance with known object poses. The approach
utilized both MC dropout and bootstrapping for extracting epistemic uncertainty from
measurements. On the other hand, we deal with classifier epistemic uncertainty with
unknown poses.

The problem of planning under uncertainty, and in particular in uncertain/unknown
environments, is an instantiation of a Partially Observable Markov Decision Process
(POMDP). Calculating an optimal global solution, however, is computationally in-
tractable [89]; thus, approaches that trade-off reduced computational complexity and
sub-optimal performance must be considered. A common approach is BSP, that typi-
cally considers state transition and observation models to be known. The environment
in general is only partially observable, thus due to stochasticity we must reason about
the "belief space”, i.e. the space of all possible distributions over the state space. BSP
typically considers state transition and observation models to be given. Van Der Berg
et al. [90] proposed a locally optimal motion planning algorithm in the belief space.
While typically the belief states are assumed Gaussian, Platt et al. [91] presented an
approach that relaxes this assumption. Platt et al. [92] proposed a BSP algorithm
for an underactuated agent. Using the belief space, we can plan a trajectory that
minimizes a cost function, usually aiming for the most informative measurements. Re-
cently BSP was considered in the context of active SLAM, where the environment is
unknown or uncertainty a-priori. While previous approaches assumed a discrete action
space (e.g. [93]), maximum likelihood measurements, and a-priory known environment,
Indelman et al. [94] proposed a BSP scheme for continuous action space, measure-
ments modeled as random variables, and unknown environment. Atanasov et al. [12]

and Patten et al. [95] presented approaches for active classification using a viewpoint
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dependent classifier mode using a sampling based method. In the former, the robot
and object poses are known, while in the later they are part of the state. Chaves et
al. [96] proposed a formulation that reasons whether measurements were actually ac-
quired. Another commonly used assumption in BSP is known data association; Pathak
et al. [49] proposed Data Association BSP (DA-BSP) that relaxes this assumption,
reasoning about data association within planning. This work enables autonomous dis-
ambiguations of data association hypotheses, that can relate to active classification.
Burks et al. [97] uses continuous state POMDP with hybrid beliefs over continuous
and discrete states.

Deep reinforcement learning (DRL) was first proposed by Mnih et al. [98], utilizing
a neural network to learn an action-value function (also known as Q-function) that
dictates the control policy. DRL provided promising results in several fields of study,
those include robot navigation. Zhelo et al. [99] proposed a curiosity driven reinforce-
ment learning method. Tai and Liu [100] presented a DRL based approach to navigate
a robot via depth measurements only in an unknown environment. Tai et al. [101]
showed that a robot can be trained via DRL in a virtual environment and perform well
in a real one.

There are several works about distributed multi-agent systems that utilize deep
reinforcement learning. Chen et al. [102] addressed multi-agent distributed collision
avoidance using deep reinforcement learning. Chen et al. [103] proposed a socially
aware DRL method for multi-agent navigation in an environment with many humans.
Foerster et al. [104] used DRL to learn a communication strategy between agents in
a distributed framework. Omidshafiei et al. [105] addressed the problem of multi-task
multi-robot DRL with partial observability.
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Chapter 3

DA Aware SLAM Using a
Viewpoint Dependent Classifier
Model

In the approach presented in this chapter the robot aims to localize itself and map
geometrically and semantically the observed environment while reasoning about am-
biguous data association. This kind of inference requires maintaining a hybrid belief
and efficiently updating it with incoming information captured online by the robot’s
sensors. As our main contribution of this chapter, we utilize a viewpoint dependent
classifier model for DA disambiguation by leveraging the coupling between relative
viewpoint and classifier outputs. We rigorously incorporate this viewpoint-dependent
model within a recursive probabilistic formulation, building upon the DA-BSP frame-
work by Pathak et al. [50], which however, considered only geometric observations.
In addition, the proposed approach aids in SLAM, leading to a more accurate infer-
ence. Further, while DA-BSP assumes a single scene is observed per time step, we deal
with multiple object detections. We demonstrate the strength of utilizing a viewpoint
dependent classifier model for DA disambiguation in simulation considering a highly

ambiguous environment.

3.1 Preliminaries

Consider a robot operating in a partially known environment containing different, pos-
sibly perceptually similar or identical, objects. The robot aims to localize itself, and
map the environment geometrically and semantically while reasoning about ambiguous
data association (DA). We consider a closed-set setting where each object is assumed
to be one of M classes. Moreover, in this work we consider the number of objects in
the environment is known. The objects are assumed to be stationary.

Let zj, denote the robot’s camera pose at time k; let 2 and ¢, represent the n-th

object pose and class, respectively. We denote the set of all object poses and classes by
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X ={z9,...,2%} and C = {cy1, ..., ¢, }. To shorten notations, denote X}, = {zo.x, X°}.

Further, we denote the data association realization at time k as SBi: given nj ob-
ject observations at time k, 8 € R™; each element in (; corresponds to an object
observation, and is equal to an object’s identity label. For example, if at time k the
camera observes 2 objects with hypothesized identity labels 4 in observation 1 and 6
in observation 2, then By = [Br1,Bk2]? € R?, and Br1 = 4 and Bra = 6. Denote
Zr = {2k1, -, Zkn, } as the set of n, measurements at time k, and aj as the robot’s

action at time k.

Each measurement Zkqi € Z}, consists of two parts: a geometric part ziio, e.g.

range or bearing measurements to an object, and a semantic part z;7". The set of
all geometric measurements for time k is denoted Z{“’, and similarly for semantic
measurements Z;", such that 2, = Z{° U Z;*™. We assume the geometric and
semantic measurements are independent from each other. In addition, we assume

independence between measurements at different time steps.

We consider standard motion and geometric observation Gaussian models, such that
P(zpt1|zr, ax) = N(f(zg, ar), Bw) and P(20|zg, 2°) = N (h9(z,2°),29°). The
process and geometric measurement covariance matrices, ,, and X9°°, as well as the

functions f(.), h9°°(.) are assumed to be known.

For the semantic measurements, we utilize a (deep learning) classifier that provides
a vector of class probabilities where 5™ = P(c;|Ik,i) given sensor raw observation I, ;,
e.g. an image cropped from a bounding box of a larger image taken by the camera of
object ¢ at time k. To simplify notations we drop index i, as the measurements, both

semantic and geometric, apply to each bounding box. Thus, 27" € RM with

o = (P(e = 1I;) - P(c = ML)]T. (3.1)

A crucial observation, following [16], is that z;*™ is dependent on the camera’s pose
relative to the object (see Fig. 3.1). In this work we contribute an approach that

leverages this coupling to assist in inference and data association disambiguation.

Specifically, we model this dependency via a classifier model P(z;"|c = m, z, z°).
The classifier model represents the distribution over classifier output, i.e. class proba-
bility vector z;*", when an object with a class hypothesis m is observed from relative
pose x° S x. Note that for M classes we require M classifier models, one for each class.
The model can be represented with a Gaussian Process (see [15,16]) or a deep neural

network (see [17]). In this work, we use a Gaussian classifier model, given by
P(Zizem ’ C, Tk, $0) = N(hc(xk’? lp)? Ec(xkv lﬁ))) (3'2)

where the viewpoint-dependent functions h.(xg, 2°) and X (zp, x°) are learned offline.
Note that unlike [15,16] we do not model correlations in classifier scores among view-

points. Conversely, we do not assume data association is known.
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Figure 3.1: A classifier observing an object from multiple viewpoints will produce different classification scores
for each viewpoint.

We assume a prior on initial camera and object poses, xg and X respectively,
and class realization probability P(C'). For simplicity, we assume independent variable
priors (although this assumption is not required by our approach, and is not true in
general, as e.g. some objects are more likely to appear together than others), thus we

can write the prior as follows:

N
P(z0, X°,C) = P(x0) [[ P(x9)P(ci). (3.3)
i=1
In this paper we use a Gaussian prior for the continuous variables, and uninformative

(uniform) prior for the object classes.

Problem formulation: We aim to efficiently maintain the following hybrid belief
P(Xy, C, Brk | M), (3.4)

with history Hy = {Z1.k,a0.k—1}- The belief (3.4) is both over continuous variables,
i.e. robot and object poses X}, (continuous variables), and over discrete variables, i.e. ob-
ject classes C' and data association hypotheses thus far, 81.;. In the following, we incor-
porate a viewpoint-dependent classifier model and develop a recursive formulation to
update that hybrid belief with incoming information captured by the robot as it moves

in the environment.
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3.2 Approach

In this section we develop a recursive scheme to compute and maintain the hybrid belief

from Eq. (3.4). We start by factorizing using the chain rule as

P(Xy, C, Brx|Hi) =P(X%|C, Brk, Hi) P(C, Brk|Hr), (3.5)

C C
b[Xk}*Blk wﬁlzk

where b[Xk]gl;k =P(Xy | C, f1.k, Hi) is the conditional belief over the continuous vari-
ables, and wgl:k = P(C, B1.x | Hi) is the marginal belief over the discrete variables, and
can be considered as the conditional belief weight. Thus, each realization of the discrete
variables, i.e. data association and class hypotheses, has its own probability (weight)

and gives rise to a different belief over the continuous variables.

Moreover, the factorization (3.5) facilitates computation of marginal distributions
that are of interest in practice. In particular, the posterior over robot and object poses

can be calculated via

Py | Hi) =D > wh bXS (3.6)
/Blzk c

while the marginal distributions over object classes and data association hypotheses

are given by

PC|He) = D w§,, (3.7)
ﬁl:k

PP | He) = Y wf,. (3.8)
()

The posterior P(&X), | Hy) in Eq. (3.6) is a mixture belief that accounts for all hypothe-
ses regarding data association and classification. Without semantic observations, our
approach degenerates to passive DA-BSP. The term P(C' | Hy,) is the distribution over
classes of all objects while accounting for both localization uncertainty and ambiguous
data association. As such, it is important for robust semantic perception. Finally, the
posterior over data association hypotheses, P(51.; | Hy) accounts for all class realiza-

tions for all objects.

Next, we derive a recursive formulation for calculating the continuous and marginal
distributions in the factorization (3.5). As will be seen, semantic observations along
with the viewpoint-dependent classifier model (3.2) impact both of the terms in the
factorization (3.5), and as a result assist in inference of robot and objects poses (via
Eq. (3.6)) and helps in disambiguation between data association realizations (via Eq. (3.8)).
Furthermore, as discussed in Sec. 2.D, while the number of objects’ classes and data

association hypotheses (number of weights wglk) is intractable, in practice many of
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these are negligible and can be pruned.

3.2.1 Conditional Belief Over Continuous Variables: b[X;]§

Using Bayes law we get the following expression:

B[S, =P(X | C, Br, Hie) o

(3.9)
P(Zk | X, C, Br) - P(X | C, Brk—1,Hy, ),

where H, = {Z1.k-1,00.k—1}, the normalization constant is omitted as it does not
depend on X}, and [, is dropped in the second term because it refers to association of
Zi. which is not present.

The expression P(Z | Xk, C, k) in Eq. (3.9) is the joint measurement likelihood
for all geometric and semantic observations obtained at time k. Given classifications,
associations and robot pose at time k, history H, and past associations 3.1 can be

omitted. The joint measurement likelihood can be explicitly written as

P(2 | Xk, C, Br) =

e geo 0 o ) (3.10)

H P(Zk,z‘ | Lk, xﬂk,i) ’ P(zk,z‘ | LhrLg, ;s Cﬂk,i)v

i=1
where % and cg, , are the object pose and class corresponding to the measurement

ﬂk,’b k,i
respectively, given DA realization S and nj the number of measurements obtained
at time k as before. Note that the viewpoint-dependent semantic measurement term
above P(z,iim | xk,x%k . Cg,m.) couples between semantic measurement and robot pose
relative to object, making it useful for inference of both.
The term b~ [Xk]glzk—li P(Xy | C, Br:k—1,H,, ) in Eq. (3.9) is the propagated belief

over continuous variables, which, using chain rule, can be written as
— (& _ c
b [Xklg,,_, = Pl@k|zk-1, ak-1)b[Xe-1]5,, - (3.11)

Overall, the conditional belief (3.9) can be represented as a factor graph (Kschischang
et al. [106]). Note that each realization of (1., has a different factor graph topology
(observation factors are affected, motion model factors are not). For a fixed /1. with
different class assignments C' the corresponding conditional belief factor graph topology
remains the same (geometric and semantic observation factors connect the same nodes),
but semantic factors change, according to class models.

Fig. 3.2 presents an example for 2 factor graphs, in which k = 2, N = 2, and
the DA hypothesis is that at time & = 1 the camera observes object 1 for the first
graph and 2 for the second, at time k& = 2 the camera observes objects 1 and 2 for
both graphs. To efficiently infer X}, for every realization of C' and f1.x, state of the art
incremental inference approaches, such as iISAM2 [36] can be used. The joint posterior

from Eq. (3.4) can thus be maintained following Eq. (3.5) as a set of continuous beliefs
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Figure 3.2: A toy example for two factor graphs in our approach, each for a different data association realization.
The edges that connect between camera poses correspond to motion model P(zy|zr_1,ar—1). The edges that
connect directly between camera and object poses correspond to the measurement model (3.10) for both semantic
and geometric measurements. Thus a viewpoint-dependent semantic measurement model results in geometric
constraints on robot-to-object relative pose.

b[Xk]gm conditioned on the discrete variables 1., and C each represented with a factor
graph, along with their corresponding component weights wgl'k, describing the marginal
belief over discrete variables. In the next section, we describe how the latter can be

calculated.

3.2.2 Marginal Belief Over Discrete Variables: wg“c

To compute the DA and class realization weight wgl:k we marginalize over all continuous

variables:
w§, =P(C, By | Hy) = /X P(Xy, C, Br[Hi)d Xy (3.12)

k

Using Bayes law, we can expand the above as follows:

P(Xy, C, Brk | Hi)=

) (3.13)
n-P(Zy | Xk, C, Brx) - (X, C, Brr|Hy,)

where n = P(Z} | ’;'-[/I;)f1 is a normalization constant and the joint measurement likeli-
hood P(Z}, | Xk, C, f1.1;) can be explicitly written as in Eq. (3.10).
We further expand P(X}, C, B1.x|H, ) using chain rule:

P(X, C, Brx|Hy, ) = P(BrlBrik—1, Xk, O, Hy, ) -

(3.14)
- P(ag|rg—1,ak-1) - P(Xk—1,C, Brk—1 | Hik—1),

where:
P(Xj—1, C, Brp—1|He—1) = w§ _, b[X1]5 . (3.15)

Eq. (3.15) is the prior belief calculated at time k — 1 and represented as a continu-
ous belief component along with corresponding weight as described above. The term
P(Bk|B1:k—1, Xk, C, H, ) from Eq. (3.14) is the object observation model that represents
the probability of observing a scene given a hypothesis of camera and object poses. In
this paper we use a simple model that depends only on camera and object poses at
current time step, thus it can be written as P(8y | zx, Xg, ), where X§ = {x%kb}?:kl If
the model predicts observation of all objects corresponding to B then P(By | zx, XS )
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is equal to a constant, otherwise it is zero.

Plugging the above into Eq. (3.12) yields a recursive rule for calculating component

weights at time &

w§, =1 Jx, P2l C. B) - P(Beloy, X5, )

- (3.16)
-b [Xk]gl:]%l wgkfl ka.

The normalization constant 7 (from Eq. (3.13)) does not depend on variables and
cancels out when weights are normalized to sum to 1. It is therefore dropped out in
subsequent calculations. Note that the realization weight from the previous time step
wgl:k_l is independent from X}, and thus can be taken out of the integral. Recalling
Eq. (3.10), the continuous variables participating in P(Zy | Xy, C, B1.x) are xj and x5 .
Those variables are participating also in P(8j | x5, x7). As b~ [Xk]ghk_l is Gaussian,
all other continuous variables can be marginalized easily. On the other hand, x; and
X5, must be sampled because of the object observation model P(B | xk, XY), which is
commonly not Gaussian. If the observation model predicts that the objects will not be
observed for most of the samples, then wgl:k will be small and likely to be pruned. We

can express the realization weight as follows:

wglzk X wg1:k—1 // Po(zk | $k7‘X§k’C7 51:k) :
oty (3.17)

' P(Bk ’ xk’ng) b~ [xk’Xﬁok]glzkfl dmk dXﬁok’
where:
b [xk, X815, = Plak, A3,|C, Bra—1, Hy,) =

b [X]G, 0, A% \{on, X8
/Xk\{xk,xgk} Pk { g Bk}

(3.18)

The viewpoint dependent classifier model contributes to data association disambigua-

tion by acting as reinforcement or contradiction to the geometric model. If both ’agree’

on the poses’ hypothesis, wgl:k will be large relative to cases where both 'disagree’.
Next, we provide an overview of the inference scheme, then address computational

aspects.

3.2.3 Overall Algorithm

The proposed scheme is outlined in Alg. 3.1. For every time step we are input the prior
belief P(Xy_1,C, B1.k—1 | Hr—1) represented following Eq. (3.5) as a set of weights
wgmq = P(C, B1.x—1 | Hr—1) and corresponding continuous (Gaussian) belief compo-
nents b[Xk—l]ng_l =P(Xi_1 | C,B1.k—-1,Hk—1)- In our implementation we maintain a

separate factor graph for each such component. We also obtain an action ag_; and ob-

servations Zj, separated into geometric deo, and semantic Z;“". We propagate each
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prior belief component using the motion model P(xy, | xx—1,ar—1) (step 3). Each com-
ponent then splits to a number of subcomponents, one for each possible assignments of
data associations () at current time (generally a vector of length ny). Procedure Prop-
Weights at step 5 computes the normalized weight of each subcomponent via Eq. (3.17)
as a product of the component (prior) weight wﬁ%kﬂ with an update term comprising
the measurement likelihood P(Zj, | z, g, C, B1.1) (both geometric and semantic, see
Eq. (3.10)) and object observation model P(8y | zx, X% ), averaged over the propagated
belief b~ [z, ng]glzk_l from Eq. (3.18). In step 7 we prune low-weight subcomponents
by setting their weights to 0 and re-normalizing remaining weights to 1, in an approx-
imation to true posterior (other pruning strategies are equally possible). In step 11 we
update the posterior for non-zero weight subcomponents using current measurements.
Finally, we return posterior as a set of Gaussian components and corresponding weights.

We next address aspects of computational tractability of the scheme.

2.D Computational Complexity and Tractability

With M candidate classes, and N objects, the number of possible class realizations,
and consequently initial number of belief components, is M. At time step k each prior
component splits into up to N™* subcomponents as each measurement can in general be
associated to any scene object. The maximum number of components at time & is thus
MN. H?:l N™ =0 (MN . N”"k) if ¢ is an upper bound on ng, making the approach
computationally intractable in theory without pruning. In practice, as observed by [50],
the number of components that need to be accounted for is limited by the belief, and
is much smaller than the theoretical maximum, with the rest getting negligible weights
that can be safely pruned under any scheme. Further, our empirical results suggest
that semantic information added through the viewpoint-dependent factors leads to
even stronger disambiguation than observed in DA-BSP (which uses only geometric
information), both in data association and localization, resulting in smaller number of
non-negligible weights.

Additionally, we hypothesize that in practice classification uncertainty is usually
limited to only a few classes, and thus would not cause a computational bottleneck
even with numerous candidate classes. Further, we avoid explicitly maintaining the
initially exponential number of components (M?) by noting that the classes of objects
that were not observed yet under an association hypothesis 1., do not participate in
the inference process for that belief component, and thus do not need to be maintained
separately. That is, for two class realizations C' and C’, if Cp,, = Clﬂm with Cp,,, =
{Vi<j<k,i cg;,;} (ie. classifications for all associated objects are the same) and C-g,, #

4 Bin (i.e. realizations differ on classifications for objects that do not participate in
B1:k), then wgllzk = wgl:k (assuming uninformative prior on classes) and b[Xk]glk =
b[Xk]gl/;k (always), without need to compute or maintain those separately.

Finally we note that parts of Alg. 3.1 can be readily parallelized (embarrassingly
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parallel’), thanks to computations being independent across components and wide avail-
ability of massively parallel processors (e.g. GPUs), contributing to its practical appli-

cability.

3.3 Experiments

In this section we evaluate the performance of our approach in a 2D simulation and
demonstrate the advantage of using a viewpoint dependent classifier model for disam-
biguating between DA realizations and improving inference accuracy. Our implemen-
tation uses the GTSAM library [107] with a Python wrapper; all experiments were run
on an Intel i7-7700 CPU running at 2800 GHz and with 16GB RAM.

We consider a scenario where the robot navigates in an uncertain perceptually
aliased environment represented by a set of scattered objects of the same class, i.e. ob-
jects differ in their position and orientation. In this scenario M = 2 and N = 6, thus
the number of possible class realizations is MY = 64. Fig. 3.3a shows the ground truth
object poses and robot trajectory.

The prior (3.3) comprises a highly uncertain initial robot pose, and an uninformative
prior on object classes. Object poses are assumed to be known up to a certain accuracy
(i.e. uncertain map). The prior covariance of the objects is ¥, = diag(0.05,0.05,0.5 -
1073), and initial robot pose is X, = diag(100,100,0.04). The process and geometric
measurement covariance matrices are Y, = diag(0.75 - 1072,0.75 - 1073,0.25 - 1073)
(corresponds to spatial coordinates and orientation), and ¥9° = diag(0.1,0.05) (corre-
sponds to range and bearing).

The semantic measurement model (3.2) is defined as:

asin?(0/2) + (1 — a)

hele=1,6) = a — asin?(0/2)

(3.19)

where 6 is the relative angle from the object to camera, calculated from the relative

pose x};el =z, © x°. This chosen model represents a mirror symmetrical object (e.g. a

car) with a parameter « that corresponds to the viewpoint dependency ’strength’, i.e.

%hec values are larger when « increases (for computation details, see [17]). We assume

the classifier scores are independent from camera-to-object range as the observations
are cropped from bounding boxes, and unless the camera is very close to the object the
perspective distortion is negligible. In practice, the classifier model can be learned from
images of an object from different viewpoints with corresponding classifier outputs via a

neural network or GP for example. The measurement covariance matrix ¥, = (RT R)™!
1

0
dependent [16,17]. The parameters o and K are constants and take the values o = 0.25

—-0.5
is defined as R = K l ] We note that in general, also ¥, can be viewpoint-

and K = 15 by default. We sample measurements from our motion, geometric, and

semantic models.
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Further, we sample 1000 sets of x; and $%k for each computation of wgl:k, see
procedure PROPWEIGHTS in Alg. 3.1, and compute them as shown in Eq. (3.17). At
each time k& we prune components with weight w below threshold % < w, where
{wk }rmaz 18 the highest weight component at time k.

We compare performance of our approach that utilizes semantic observations along
with a viewpoint-dependent classifier model against an alternative that does not use
this information, with the latter roughly corresponding to the passive instance of DA-
BSP [50]. To quantify performance as a function of & we compare between the following

metrics:

1. Entropy over data association weights: for Nj non-pruned weights {wi}f\ﬁ“l we

compute the entropy H(w) with H(w) = — E?QH wj log(w;).

2. Determinant of position covariance det(X) of xy, for the highest weight realization

at each time k.

3. Estimation error £“me*  which is the Euclidean distance from ground truth to

highest weight estimation for the last pose.

4. Estimation error £%~*9  which is the weighted average of all estimation errors

for the last pose.
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(a) (b)

Figure 3.3: (a) An example scenario with ground truth camera trajectory, represented in terms of camera poses
(green line is the camera heading) and objects O1 to O6 (green dots indicate position, orientation is indicated
by green lines from the dots). (b) Multiple sampled paths for the statistical study, each path realization is
presented with different color.

Fig. 3.4 shows results of an example scenario for different time steps, comparing
between using the viewpoint-dependent classifier model (middle row) and without se-
mantic information (upper row), essentially utilizing passive DA-BSP [50]. At each
time k, the plots show the mixture posterior P(xx|Hy) over camera pose xy, calcu-
lated from (3.6), where each component is a Gaussian, thus represented by mean and
covariance. Estimated camera poses are shown in red and blue lines, where the blue
line represents the camera orientation. Components with higher weight are shown with
thicker covariance ellipse lines. To reduce clutter, the posterior over the rest of the con-

tinuous variables, i.e. object poses and past robot poses, is not shown. Additionally,
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the plots show the ground truth trajectory (from Fig. 3.3a) of the robot. The bottom
row reports the probabilities of DA hypotheses from (3.8) for different time instances
for both compared cases. The correct association is marked with a green circle.

As seen from the upper row of Fig. 3.4, inference without incorporating viewpoint-
dependent semantic information results in the first time steps in multiple DA realiza-
tions with similar weights. The reason is that given only geometric range and bearing
measurements without observing all the objects, inference results can be interpreted in
multiple ways, i.e. perceptually aliased (see Fig. 3.4i). Only at time k = 25 the DA
was disambiguated once the camera observed objects O1 and O2.

In contrast, utilizing a viewpoint-dependent classifier model admits faster DA dis-
ambiguation, as shown in the bottom row of Fig. 3.4. In particular, already at time
k = 1 the posterior P(x|H}y) has only two non-negligible components, while at time
k =5 there is a single DA realization with significant weight. This shows an improve-
ment over Fig. 3.4b where there are multiple DA realizations with significant weight
when not using the classifier model.

The bottom row in Fig. 3.4 presents the realization weights for the times k =
1,5,15,25, and compare between weights without and with classifier model. For each
realization (1.5, we present P((51.; | Hj) after pruning without classifier model as a
blue bar, and with as a red bar. If the bar is missing, then P(S1.x | Hx) = 0. In all
sub-figures the classifier model reduces the number of non pruned DA realizations, and
for time k = 15 and k& = 25 the DA is disambiguated with the classifier model. We
observe more DA realizations when the classifier model is not used, and at time k = 15
the DA with a classifier model fully disambiguated.

Further, we quantify the performance improvement due to the viewpoint-dependent
classifier model in a statistical study by sampling multiple ground truth tracks in the
scenario, while keeping the same landmarks. The sampled tracks are shown in Fig. 3.3b.
For this study, we sampled 50 different tracks with 10 time steps of path length, and
performed a statistical analysis on the performance parameters. In all paths, the start-
ing position is identical.

The results of this study are shown in Fig. 3.5, which shows average over each of the
mentioned metrics (H(w), det(X), &%¥me=, zwaV'8) In that figure we also study sensi-
tivity to a;, which controls the level of viewpoint-dependency in the considered classifier
model (3.19). The plots show a significant improvement of utilizing a classifier model,
both for DA disambiguation and inference where the estimation error (Fig. 3.5¢, 3.5d)
and uncertainty (Fig. 3.5b) are lower when the model is utilized. From all the plots,
the most notable performance increase occurs for DA disambiguation (Fig. 3.5a), where
stronger viewpoint dependence assists more significantly; Overall, Fig. 3.5 presents a

strong advantage for utilizing a viewpoint classifier model in the presented scenario.
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Figure 3.4: (a) - (h): Posterior over robot poses of all non-pruned realizations for times k = 1, 5, 15, 25, without
(first row) and with a classifier model (second row). Bolder lines correspond to higher weights. Ground truth
trajectory is shown in each of the plots (in terms of camera poses). (i)-(1): Corresponding posterior over data

association hypotheses, P(81.x | Hi), at each time. Blue bars are without classifier model, red bars are with.
Green circles represent ground truth data associations.
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Algorithm 3.1 Data Association-Aware Mapping and Localization. Inference at time

k

Input: Prior belief P(X;_1,C, f1.x—1 | Hk—1), observations Zj = (Z9¢°, Z5¢™)  action

1
2
3
4
5:
6
7
8
9

10:
11:
12:
13:
14:

ak—1
. for every component 51.;_1,C s.t. wgl'kil >0 do

> Propagate component according to motion model
D15y P@klarr, ar-) - DXy,
> Propagate weights Eq. (3.16), Eq. (3.17)

C C
Wg, < ProPW. (b[ ]Blk 1 WBk 1’Zk)

> Prune low—probablhty components

w§ <+ PRUNEANDNORMALIZE(w§ )

> Propagate non-zero weight components

for 5.1, C s.t. wgl > 0 do
> Add observation factors, Egs. (3.9), and (3.10)
bIX]G,, < OIXT1G, - P(2k | Xk, O, Br)

end for

end for
return P(Xy, C, fr.1 | Hi) = {(b[){k]gm’wg:k)}

: procedure PROPWEIGHTS (b[X; ]G w§ Zk)

Brn—1’ WBr—1’
for every possible assignment of 8; do

> Sample current poses by Eq. (3.18)
Sample {xk , Xg, @ns b [:Bk,Xﬁk]ﬂlk )
> Calculate update factor and propagate Eq. (3.17)

¥ (/) 8 B2 Bilaf) X5, € Braso)

~C C
Wa,, S Way 1
end for

> Normalize weights and return
return w51 A wﬁr k/ Zﬂk 51 &

: end procedure

procedure PRUNEANDNORMALIZE(wg )

for £, C s.t. wﬁ < THRESHOLD do
@50 «~0
1:k
end for
return wglz = w/Bl k/ Z/Bk 51 &

5: end procedure
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Chapter 4

Distributed Semantic SLAM
with Viewpoint Dependent
Classifier Model

In this chapter our main contributions are as follows. (i) we contribute a multi-robot
approach that maintains a hybrid belief over robot and object poses, and object classes
in a distributed setting, while addressing the coupling between semantic and geometric
information via viewpoint-dependent classifier model; (ii) we address estimation con-
sistency aspects considering both continuous and discrete random variables; (iii) we
demonstrate the strength of this approach in simulation and real-world experiment,

comparing to single robot and distributed multi-robot with double counting.

4.1 Notations and Problem Formulation

Consider a group of robots operating in an unknown environment represented by object
landmarks. All of the robots aim to localize themselves, and map the environment
geometrically and semantically within a distributed multi-robot framework. In this
chapter we consider a closed-set setting, where each of the objects is of one of M
possible classes. The number of objects in the environment prior to the scenario is
unknown.

We denote states inferred by robot r with a superscript [1". Set R is the set of all
robots communicating with robot 7 (including itself), either directly, or relayed through
other robots. Note that R can increase its size with time. Let x; denote robot pose at
time k, 28 and ¢, denote the n’th object pose and class respectively. Let X° = {22},
and C' = {cp}, denote poses and classes of objects, and X}, = {xq., A} denotes all
poses up to time k. Subscript new, k representing the objects newly observed at k.

Let Zj; be the set of measurements robot r receives at time k by its own sensors. Zj
is composed of geometric and semantic measurements Z7°*", and Z;“"" respectively.

We assume independence between geometric and semantic measurements, as well as
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Table 4.1: Main notations used in the chapter.

Parameters
T Robot pose
9, Cn n’th object pose and class
xR Poses of objects observed up to time k&
W(Zew, % Poses of objects newly observed at time k
X, Robot and object poses up to time k
Ck Object seen up to time k class realization
Crew,k Classes of objects newly observed at time k
Z. Measurements at time k including geometric and semantic
My, Motion model from zj_1 to xj
Ly Measurement likelihood of Zj
Hi History of measurements and action up to time k
b Conditional continuous belief at time &
Wi Discrete weight at time k
13 Continuous object marginal belief at time k
foys Discrete marginal belief at time k
Ni(+) Number of objects observed by a robot or a group up to time k
Superscripts
r States of robot r
R States of robots communicating with r, directly and indirectly, including itself

between different time steps.

We assume Gaussian and known identical motion My = P(xg|zr_1,ar_1) and ge-

ometric P(z]“"

x}, ") models for all robots. At each time step, there is a subset of
object poses involved in the geometric and classifier model that is determined by data

association (DA). Unlike chapter 3, herein, DA is assumed to be externally determined.

Additionally, we use a viewpoint-dependent classifier model that "predicts” classifi-
cation scores (a vector of class probabilities). This model couples classifier scores with
viewpoint dependency between object and camera; this coupling can be used to improve
pose inference performance (see Chapter 3). The viewpoint dependency is modeled as
a Gaussian with parameters that depend on the relative viewpoint from the camera to

the object " © x} and object’s class c:
P(z;""™" |2}, 2, ¢) =N (he(x), 2°7), Be(x, 297)), (4.1)

where h.(-) and ¥.(-) can be learned offline via a Gaussian Process (GP) [16] or a
deep neural network [17]. Note that for M candidate classes, M viewpoint-dependent

models have to be learned.

Let £}, = P(Z}|X}],C}) be the local measurement likelihood of r that consists of

geometric and classifier models:

ci= T BEE laf, 2o B2 a2, ), (42)

207 T
where %" € X Ig}: and ¢" € Cgk; the term () represents the local DA of robot r at time
k, i.e. the correspondences between observations and object IDs. Denote Xﬂo,’: the set
of all poses of objects that observed by r at time k, and similarly denote Cj for object
classes. For the reader’s convenience, Table 4.1 presents the important notations used

in the paper, some will be defined in the next section.
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Problem formulation For each robot r we aim to maintain the following hybrid
belief:
P(XT, CHHL), (4.3)

where Hff = {27, aly, | }wer is the history of measurements of robot 7 itself and
transmitted information to r, as well as actions from all robots in R. The belief in
Eq. (4.3) is a hybrid belief over both continuous (camera and object poses), and discrete
(object classes) random variables. We aim to update this hybrid belief per each robot
in a recursive manner, using both local measurements and information sent from other
robot in the neighborhood, as well as sending information by itself. We aim to keep
estimation consistency by avoiding double counting, i.e. using every measurement only

once.

4.2 Approach

We present a framework for distributed classification, localization, and mapping. As
with many multi-robot distributed frameworks, over-confident estimations, due to dou-
ble counting, is a key issue; We propose a framework that simplifies the book-keeping
that allows relaying of information (e.g. robot 1 sends information to robot 2, then 2
sends to 3 information that also includes the received from robot 1). This framework
requires the maintenance of a local belief P(X}, C"|H},) per each robot that can be sent
and relayed to other robots. From multiple local beliefs a distributed belief can be
constructed. The local beliefs are stored by each robot, and updated accordingly when
new information arrives, and the receiving robot filters out the old information, thus
avoiding double counting.

In the next sections we derive a recursive formulation for maintenance of the local
belief, the distributed hybrid belief, and the information stack each robot holds and

transmits.

2.A Local Hybrid Belief Maintenance

Our formulation for maintaining local hybrid beliefs builds upon our previous work in
Chapter 3, with the main differences being that here we assume the DA is solved, and
the number of objects is unknown a-priori. In this section we present an overview of
this approach.

We maintain the hybrid belief of robot r only from local information. This belief

can be split into continuous and discrete parts as in:

P(Xy, CrlHE) = P(Xg|Cr, H) P(CE ) - (4.4)

bk

T

Wy,

To maintain this hybrid belief, we must maintain a set of continuous beliefs conditioned
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on the class realization of all objects observed in the scene by robot r thus far.

The continuous part can be updated as follows:

o < Up_q - Lf - M, - P(Xr?écv,k)a (4.5)
where P(Xﬁé;,k) = g((::i]iéi)) is the prior over object poses newly observed at time k. As

opposed to Chapter 3, this formulation also supports an increasing number of objects
known at each time step, with both X,? " and C}, increasing in dimension. Note that in
general by, is different for each class realization, as models (4.1) are different for each
class.

The discrete part is the weight associated to its corresponding continuous belief.
As our measurement models depend on continuous variables, we use Bayes rule on

P(CL|H},) and marginalize the measurement likelihood as follows:

X 0 P(Canp) | £ b - My, (1.6)
k
. _PRED) . : .
where P(C} 1) = plcT oy 18 the prior over classes of new objects locally observed
) k—1

by r at time k. We compute the integral in Eq. (4.6) by sampling the continuous
variables that participate in P(Z]|X], C}), i.e. the last robot pose zj}, and the poses of
observed objects X Ekr at time k. These variables are sampled from the propagated belief

.1 - Mj. Variables that do not participate in £}, can be marginalized analytically.

2.B Distributed Hybrid Belief Maintenance

In this section we extend the formulation presented in Sec. 2.A to include updates
from other robots, considering a distributed multi-robot setting. As will be seen, our
formulation uses each measurement only once, thus keeping estimation consistency and
avoiding double counting. Similarly to (4.4), we factorize the distributed hybrid belief
(4.3)

P(X,, CEHE) = P(XTCF, 1) PCIHE) - (4.7)
bg ka

As in the single robot case, maintaining this belief requires managing multiple hypothe-
ses of class realizations. Compared to the single robot case, the number of objects
observed will be equal or greater for distributed belief, therefore the number of possible
realizations increases as well. Importantly, information transmitted by other robots im-
pacts both ka and w,?. Furthermore, the classifier viewpoint-dependent model induces
coupling between localization uncertainty and classification of different robots.

We present a recursive formulation for maintaining each of the parts in (4.7). The
distributed measurement history H,f can be split to a prior part, and a new part,
defined as A?—[f, that consists of measurements and actions from time k, s.t: 7-[,1;2 =
HE U A’HkR. Similarly, let H), = H}_; U{Z},a}_,} for the single robot case. Note
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information in AHkR transmitted by other robots can potentially be from earlier time
instances (as each robot during communication transmits to robot r its own stack of
local beliefs of other robots, see Section 2.C). Crucially, each measurement must be used
once to avoid double counting. We also denote history without local measurements and

action at time k as
=1 2], a1}, AT =AHIN(Z], af ) (4.8)

Using the above notations, one can observe H,f_ = 7—[ka1 U AHKR_. Next, we detail
our approach for maintaining both the conditional continuous part ka and the discrete

part fwf recursively for a realization of object classes Cﬁ.

Maintaining ka

First, we present a relation that is used in equation derivation; Let A be a random
variable conditioned on the set { B;} of random variables B; that are independent from
each other. By using Bayes Law, we can split the conditional probability P(A|{B;}) to

a product of conditional probabilities:

{Bi}|A)P(A) _[LP(BilA)
P({Bi}) [L P(B:)

P(
P(AI{Bi}) = P(A). (4.9)
Using Bayes Law again on each element in the product, we reach the following expres-
sion: P(A|B))
P(A{B;}) = [T [ =22 ) P(A). 4.1
s =11 (S5 ) P (1.10)
This allow to express a random variable as a multiplication of conditionals, which will
be useful to separate local and external measurements.

Using Bayes rule, we rewrite ka as:
b =n- Ly b (4.11)

where n = P(Z]|C}, 7-[,?\2};)_1 is a normalization constant the does not participate in
inference of the continuous belief. The local measurement likelihood, £j,, is defined in
Eq. (4.2).

The term by~ = P(XF|CR, HI\Z]) is the distributed propagated belief that is
conditioned on information transmitted by other robots at time k, and on the latest
action of robot r but not on its local measurement. During update, ka_ is saved to be
used in maintenance of w,f, as seen in the next subsection. Using chain rule, we can

extract the motion model of the latest action as well:
b = My P(XE\aL | CE 1. (4.12)
We can express P(X[\27|CF, ’HkR ) in terms of the distributed continuous prior b | =
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P(XE |CE |, HE |), and the new information received from other robots:

P jop®, anf)

P(X\ap | CFL 1) = by - P(x%T)
ko1

(4.13)

Recall splitting HkR_ into prior history ’H,il and non-local measurements & actions:

HE =HE L UAHE. (4.14)

We then use the above definition and relation (4.10) to split P(X{\z}|CF, H#;™) into
a product of two beliefs, one that depends on prior history, and one that depends on

external new measurements:

P2 |CF, AHT™) (X \xp | CF, HiE )
P(X\ay|CF) P(xf\ap|CF)
(4.15)

This formulation allows us to isolate the new information sent by other robots at time

PN\ |G, 1) = PG\ |G

k, from information already used for inference at previous times. Next, we have to
address that not all known objects are present in the sent local beliefs. Because the
priors are assumed independent between poses and classes, P(X[F\z} |CE) = P(X\aT).
From P(X\x} |CE HE |) we can split XF\z7 into poses of objects that are involved
in Hkal and ones that do not as:

P(X2E|CF, HEL 1) = (X 1 Coties HE P ICF, ). (4.16)

new,k

Poses of objects that r wasn’t aware of at time £ — 1 are independent of H}j;l, and

o,R .

without measurements, X, w k are independent of C’iw’k as well. In addition, X,i 1 is

ne

independent of classes of objects that are observed only at time k, thus we can write:

P\ |CE HE ) = P(XOE ) - PR |CR L HE ), (4.17)

new,k

which is the prior for poses of newly known objects at time step k, multiplied by the
conditional continuous belief for objects already known. Similarly to Eq. (4.17), the

prior for X,f\:v’,; is separated to previously known and new objects:

P(X\p) = P )P ), (4.18)

new,k

therefore we can write:

POaICRHE ) o
P(Xf\x|CF) P(XE,)

(4.19)

and substitute it into the rightmost fracture in Eq. (4.15). Then we cancel out P(X{*\z% |CE)
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and proceed to remove r’s poses from the prior by:

P\ | CF, AMT) P TICF, AN
P(XE) Pl

: (4.20)

as robot r’s poses up until time k — 1 are independent from the new external mea-
surements. Finally, after factoring out P(Xf\x}|CE), and Eq. (4.19) and (4.20) with
Eq. (4.15) we reach the following expression that is used in the chapter:

P ICp ", AHE)
o,R
P(,2)

PN\ |CF, ) = by - (4.21)

Finally, we substitute Eq. (4.20) to Eq. (4.12) and in turn to Eq. (4.11), and get

the following recursive formulation:

P |opt AR
P(x")

b o bf - Ly M P(XE )

new,k

: (4.22)

where the measurement likelihood L accounts for the new local measurement, M
CZ’R, AHF™) (shown in blue)
accounts for new information sent to r by other robots in R at time k. This pdf

is only over object poses (X,?’R)

accounts for the latest action of robot r, and P(X; R

, while the other robots’ poses are marginalized out.
Thus, robots communicate the environment states, which are implicitly affected by the
robots’ pose estimation. Computation of the blue part is further discussed in Sec. 2.C.
Compared to the local belief update (4.5), the blue part is the main difference. The
expression P(Xr?éi «.) represents pose prior of objects newly known by r at time k.

The distributed belief has at worst MV(F) continuous beliefs with corresponding
weights, where the number of objects Ni(R) known by r can increase with time. Nat-
urally, a multi-robot system will observe more objects than a single robot, therefore
the computational burden for distributed belief will be larger than for the local belief.
Therefore, the significance of pruning beliefs with small weight grows. We set a thresh-
old for the ratio between a weight and the largest weight in the distributed hybrid
belief.

. .o s R
Maintaining wj,

To maintain w,?, we use a similar derivation to the weight update via local information
only, presented in Sec. 2.A. We use Bayes rule to extract the last local measurement
likelihood:

wit = wil - PELICE HE\Z]), (4.23)

where wit™ = P(CE|H\2]) is the posterior distributed weight without accounting for
the latest local measurements, and 7 = P(Z,Z\HkR\Zg)_l is a normalization constant

that is identical in all realizations of C’,f, thus does not participate in weight inference.
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As we use a viewpoint dependent classifier model that utilizes the coupling between
relative viewpoint and object class, we need to marginalize P(Z|CH HF\ZI) over
the involved poses in this likelihood: the last robot pose zj, and poses of objects

observed at time k. We denote the latter by X O]’:, and to shorten notations denote

X5 = {2p, 255}, and by &% Thus, P(Z]|CE, HI\ 2]) is marginalized as
(Zk‘ck 7Hk \Zk / £r ( 11;1\/ k‘Ckak \Zk:)d inv,k» (424>
inv,k
where P&, ,|CF, HI\ ZT) is computed by marginalizing ka* over the uninvolved vari-

ables ~ X" vk with Xk = vak U -7

inv, ko @

(4.25)

1nV k-

P(An s CLHOZD) = [ -

inv,k

The propagated distributed belief ka_ is given to us from the continuous belief with
Eq. (4.12), and includes the external information, shown in blue.

In practice, we sample the involved variables Xﬂ"lv’ i in the current measurement like-
lihood and compute its value. As ka and L}, are Gaussian, i does not play a role in the
sampling process. Despite the classifier outputs being modeled as Gaussian, we inte-
grate over poses; In the general case, expectation and covariance of the classifier model
are a function of the relative viewpoint, thus we need to sample va . as presented in
Sec. 2.A at Eq. (4.6).

The other term we will address from Eq. (4.23) is wk, . We express w,]j_ in terms
of w,f_lz

AT (e/ P(CﬂAHg\Z@- (4.26)

Finally, we substitute Eq. (4.24) and (4.26) to Eq. (4.23) to reach our final recursive
form for the discrete belief update:
)IP((*R\AHE\LN

wk: O”Uk; 1 (Cnewk:

( inv, k|Ck’ HR\Zk)d

leZ‘)v k . (427)

inv,k>

with P(&] . |CF, HIN\ ZT) computed via Eq. (4.25). This is a recursive formulation that
includes the discrete prior w,il, external updates for the class probability from other
robots (shown in red), and the external updates for the continuous belief contained

within the integral.

Dependency Between Object Classes

One might be tempted to infer the class of each object separately, but it is not accurate
due to the coupling between relative viewpoint and object class, as each object class
is possibly implicitly dependent on all poses: robot and objects. We present a simple

example where ¢; and co be the underlying classes of objects 1 and 2 respectively. Let
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HP be the total measurement history, including semantic measurements 2;™ and z5¢™

for objects 1 and 2 respectively. Recall that measurements are assumed independent

from each other. Using the Bayes Law:
P(c1, co| HE) o< P(cr, ca HIE\ 2™, 255 P(259™ |1 )P (255™ | c2). (4.28)

We use a viewpoint dependent classifier model, so we must marginalize P(z7™|c1)P(25°"|c2)

by the corresponding relative viewpoints, denoted a:’{d and xgd respectively:

P21 |e)P(22""|c2) = / (24" |e1, @1)P (25" e, a5 )P (], ab (1) daf®! dah.

‘Z,7l"el ,$§€l
(4.29)
From the above equation, the condition for ¢; and ¢o to be independent is that a:’l"el
and 25¢ must be independent, which is not true in the general case, thus ¢; and cy are

dependent.

2.C Communication Between Robots

In Sec. 2.B we presented a framework to maintain a hybrid belief of r given information
obtained from other robots in R. That information was represented by the continuous
blue expression in Eq. (4.22) and implicitly in Eq. (4.27), and the discrete red expression
in Eq. (4.27). In this section, we present our approach for computing these parts,
thus describing the management of this information and what each robot sends when

communicating. We aim to achieve two goals:

1. Simple double counting prevention when maintaining the distributed belief with-

out complex bookkeeping.

2. Distributed belief inference also via data not directly transmitted (e.g. robot r;

sends data to ra, 79 to 3, and r3 is using data from rq).

As will be shown next, the blue and red terms in Egs. (4.22) and (4.27) can be expressed
via local information transmitted by different robots in R to robot r. To that end, each
robot r maintains and broadcasts a stack of local hybrid beliefs of other robots it is
aware of. In contrast to (4.4), these local beliefs are marginal beliefs over object poses
and classes, i.e. robot poses are marginalized out.

Each slot for robot 7/ in the stack of robot r contains N (r') continuous and discrete
marginal beliefs (defined below as E,:’Tl and gZ)Z’T/), one pair per class realization, following
a factorization similar to (4.4). Additionally, each slot includes a time-stamp that
indicates on what data the local hybrid belief is conditioned upon. All in all, every
stack contains Zyjl Ng(r;) continuous and discrete beliefs. Eq. (4.30) presents the

stack of robot 7 as a set of slots, where each slot contains a hybrid belief of a particular
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robot r; € R over object poses and classes, normalized by their priors.

ORI ML) L))
S = - Xor T =, ki ) 4.30
(T Ry 0

where k; is the time-stamp when robot r received information about r;. In general,

time k; is not synchronized with k. The marginal continuous and discrete beliefs that
robot 7 has about robot 7; € R are denoted &;" = P(X"|Cy, Hy!) /P(X.") for the
continuous part, and ¢, = P(Cy[H;})/P(Cy) for the discrete part.

With these definitions of £ and ¢, it is possible to show that the blue part in
Eq. (4.22) can be expressed as:

oR R— rr
A (3
( |Ck ) H H TTZ (431>

P(Xk r,€ER

Similarly, the red term in Eq. (4.27) can be expressed as:

’ i
P(O@(Agg\z;) e )
k ri€R k=1

Egs. (4.31) and (4.32) present the external update as a product of local beliefs, with
only the updates from k& —1 for robot r are present. The full derivation of these expres-
sion is shown in the next two subsections. This formulation avoids double counting by
removing old information, & and Qﬁ};’fl, in each communication and uses measure-
ments only once. Specifically for &, we use the approach presented in [63]. Doing
so by maintaining stacks of individual information does not require complex book-
keeping, only time-stamps for each slot; Thus we fulfill the first goal. Robots can also
relay information transmitted to them, thus the distributed belief can be updated by
information from robots that did not transmit to the inferring robot, thus fulfilling the

second goal.

Robot r; sends the entire stack during information broadcast. When robot r receives
information, it integrates the broadcast in as follows: recall that r;’s stack is divided to
slots, with a time stamp per each slot. Robot r compares time stamps with the received
information per slot, and replaces the information within the slot if the received time
stamps is newer. If r receives information from more than one other robot at the same
time, it will select the newest information per slot. This procedure is dependent on the
relations between time-stamps, thus it is not necessary to synchronize time between
the robots.
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(x> R|oR AR
P(x )

Derivation of - ) (Continuous Belief Update)

Using the relation (4.10) we can split the blue part by separating the new measurements

and actions per robot, excluding r itself as it is not present in A?—LkR_:

0 _ (XSO, AHG, .
POl anf) = ] (| b ) Py, (4.33)
k' ,r'eR\r P(Xk; )

From that, we will address every element in the product. Poses of objects that r’
doesn’t observe locally can be canceled out as follows, leaving only the object poses

that 7’ observed: / ) ;o ,
P(X5 O, A ) PO, AHY) (4.34)
o,R o o,r’ ’ ’
P(X,) P(X")

Then, using relation (4.10) again, we can expand ]P’(X,Z’T/\C,’;:, 7—[2/,) to separate between
known prior and new measurements:

(X" (Cpr Hy ) P(XST |CLr AHE)
]P)(X]g;rl) P(X];);rl)

! ! / / ]P)
P(X." |Crr, Hyy) = P(XT) , (4.35)
with !’ being the time difference between subsequent slots of r (that can be 0 if the
slot isn’t updated). Then we take out all the poses that aren’t dependent on the prior
information, and we reach the definition of 512’1,1, i.e. the marginal object poses at the
previous time.

Cros M) _ P CE s M)

P(X5" ,
(% = =& (4.36)
P(Xk’ ) ]P)(Xk’fl’)

With the definition of §Z’T/, and by substituting Eq. (4.36) into Eq. (4.35) we reach the

expression for a single element of the product in Eq. (4.33):

P(Xg" [Cp AME) &7
P(XE") &

(4.37)

Finally, substituting Eq. (4.37) we reach the expression for the external continuous

update belief:

P(X>ROR AR
(" | - M) _ 11 5f,r,. (4.38)
P(X,) eRr Skt

P(CH|AH

R—
Derivation of P((,R;C ) (Discrete Belief Update)
'k

The discrete belief update is similar to the continuous in its derivation, with probability
over class realization, rather than object poses. Again, using the relation (4.10) we can

split the red part by separating the new measurements and actions per robot, excluding
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r itself as it is not present in A’HkR_:

P(CE|AHL)

pCfan) = 1 ( B

) P(CH) (4.39)
k', r'eR\r

From that, we will address every element in the product. Classes of objects that r’
doesn’t observe locally can be canceled out as follows, leaving only the classes of object
that r’ observed:
P(CEIAHL)  P(CL|AHS)
BCH) T P(CY)

(4.40)

Then, using relation (4.10) again, we can expand P(C},|H},) to separate between known

prior and new measurements:

P(CY [Hyy_y) P(CL | A

P(Ch|Hy) = P(C) , :
(Ci[Hyy) = P(Cl) B(CT) BCy)

(4.41)

with I’ being the time difference between subsequent slots of r (that can be 0 if the
slot isn’t updated). Then we take out all the classes of objects that not appear in prior
information, and we reach the definition of qﬁzfl, i.e. the marginal object poses at the

previous time.

P(Cp[Hy—r) _ P(Chr_yp|H_y)
P(C}) P(Cr_y)
With the definition of ¢7];,r” and by substituting Eq. (4.42) into Eq. (4.41) we reach the

expression for a single element of the product in Eq. (4.39):

= (4.42)

P(CyAHE) _ oF
]P)( Ig/) Qb;{l

(4.43)

Finally, substituting Eq. (4.43) we reach the expression for the external continuous
update belief:
P(CHIAHL)
P(CF)

!
=11 ¢k, . (4.44)
r,r
r"eR ¢k—1
In the following section we discuss double counting aspects of discrete random

variables, corresponding to Eq. (4.44).

2.D Double Counting of Discrete Random Variables

Double counting leads to over-confident estimations, and if an erroneous measurement
is counted multiple times, it may lead to a large error in the state’s estimation in turn.
While the implications of double counting on continuous random variables (e.g. camera
poses and objects) have been investigated, it is not so for discrete random variables.
Both cases have a common thread: measurements counted multiple times will 'push’

the posterior estimation to a certain direction while leading to lower uncertainty than
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when double counting is appropriately avoided (i.e. each measurement is used at most
once). In the continuous Gaussian case, it manifests in a covariance matrix with smaller
eigenvalues. Comparatively, in the discrete case the highest probability category will

have its probability increase while the probability of not being in this category decreases.

To illustrate the above, consider an example with a categorical random variable c; we
receive two sets of data Z, = {z1, 22}, and Z, = {29, 23}, with a common measurement
z9. Considering a measurement likelihood P(z|c), the posterior over c is (see e.g. Bailey
et al. [108]):

P(z1]¢)P(z2]¢)"P(z3]c)

B(elZa, Zo)o< PP (Za, Zo]e) =P() === 15

(4.45)

If the common data (measurement z2) is not removed via the denominator in Eq. (4.45),
it will be double counted. Compared to Eq. (4.44), the above nominator and denomi-

nator correspond, respectively, to the terms ¢;"* and ¢;".

Denote P(z3|c = i) = a;, and to shorten the notations P(c = i)P(z1]|c = i)P(23|c = i) =
L;. The normalized posterior can be written as:
aiﬁi a?ﬁi

Plc = i|Za, Zp) = = 4.46
( ’ a b) .';n:lajﬁj ;n:lajﬁ‘]az ( )

where m is the number of candidate categories. Double counting, i.e. without the

2,

denominator in Eq. (4.45), gives after normalization r‘iliﬁg
Zj:l aj;L;

The largest a; is denoted gz, With 25,4, being the category corresponding to amqz,

and subsequently the product of all other terms for i,,,, is denoted L,,q,. Double

counting of P(z2|¢;) will increase the probability of i,a,:

2 2
. as, L az L
Ble = il Zos 2) = sttt Gmaclnar. (4.47)
j=14j&j * Omax j=1a5%j

Similarly, it can be shown that with higher power (i.e. counting the data more) can
increase the posterior probability even further; In addition, the reverse can be shown for
the lowest probability in a. This increase in influence can be disastrous if the category
of the highest probability likelihood is not correct, possibly leading to pruning of the
correct class hypothesis when maintaining the hybrid belief (4.3).

A visualization can be seen in Fig. 4.1, where there are 4 categories with uninformed
prior and a measurement likelihood; in Figs. 4.1a, 4.1b and 4.1c the likelihood is counted
once, twice and thrice respectively. Evidently, the strongest category’s probability (cat.

3) is increased when counted more times while all other have their probability diminish.
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Figure 4.1: Conceptual demonstration of the effects of double counting on discrete random variables. Consider
4 possible categories with an uninformative prior over them. (a) is the measurement likelihood for the categories.
Considering the uninformative prior, it is the posterior distribution as well. (b) and (c) counts the same
likelihood twice and thrice respectively.

4.3 Experiments

We evaluated our approach in a multi-robot SLAM simulation and with real-world
data where we consider an environment comprising several scattered objects observed
by multiple mobile cameras from different viewpoints. Fig. 4.2a and Fig. 4.13a present
the ground truth for simulation and experiment respectively. Our implementation uses
the GTSAM library [107] with a python wrapper. The hardware used is an Intel i7-
7700 processor running at 2.8GHz and 16GB RAM, with GeForce GTX 1050Ti with
4GB RAM.

3.A Simulation Setting, Compared Approaches and Metrics

Consider 3 robots, denoted 71, r2, and r3, moving in a 2D environment represented by
N = 15 scattered objects. We consider a closed-set setting and assume, for simplicity,
M = 2 classes, where each object can be one of the two. In this scenario the maximum
number of possible class realizations is M"Y = 32768.

Our approach is evaluated for both classification, and pose inference accuracy, as we
maintain a hybrid belief. We consider an ambiguous scenario where the classifier model
cannot distinguish between the two classes from a certain viewpoint, thus requiring
additional viewpoints to correctly disambiguate between the two classes. The robots
communicate between themselves, increasing performance for discrete and continuous
variables, i.e. classification and SLAM. Additionally, the distributed setting extends the
sensing horizon, allowing robots to reason about objects that are not directly observed,
while keeping estimation consistency.

Each robot only communicates with robots within a 10 meter communication range,
relaying the local information stored in its stack. In particular, initially ro and r3 share
information with each other, then r; and ro, relaying information from rs through rs.
For a complete table of communication in the considered scenario, see Appendix A.1.
Further, we assume the robots share a common reference frame (this assumption can be
relaxed as in [66]). We simulate relative pose odometry and geometric measurements,

and we crafted a classifier model that simulates perceptual aliasing.
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In the evaluation we compare between three approaches: local estimations, our
approach, and our approach with double counting, ie. &™) = 1 and ¢, = 1 in
Eq. (4.31) and (4.32) respectively. In all benchmarks we average the results for each
robot.

We consider a motion model with noise covariance ¥, = diag(0.003,0.003,0.001),
and geometric model with noise covariance ¥9°° = diag(0.1,0.1,0.01), both correspond-
ing to position coordinates in meters and orientation in radians.

Our semantic model parameters are defined as:

he(c=1,1) = [0.25-sin(¢) + 0.75,0.25(1 — sin(¢))] "
he(c=2,9) = [0.25(1 — sin(¢)),0.25 - sin(sp) + 0.75]" ,

where he(c = i,1) € RM is the predicted probability vector given object class ¢
is 7. Recall that our semantic measurements z," " are probability vectors as well. v
is the relative orientation between robot and object, computed from the relative pose
xzel = 2° © 2. The measurement covariance is defined via the square root information
1.5 —0.75
0
semantic measurements are limited to 10 meters from the robot’s pose. The highest

matrix, such that ¥, = (RTR)™!, and R = Both the geometric and

probability for ambiguous class measurements is at ¢ = —90°, where h, = [0.5, O.5]T

for both classes.
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Figure 4.2: Simulation figures; (a) present the ground truth of the scenario. Red points represent the initial
position of the robots, with different colored lines represent different robots. The green points represent the
object poses. (b) and (c) represent the average £*2ve for robot and object position respectively as a function
of time. (d) and (e) present the corresponding square-root of the position covariance for the robot and object

average respectively.
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Figure 4.3: (a) presents average MSDE for the robots over 100 runs with different measurements. The rest are
figures for time k = 60 of 71. (b) and (d) represent multiple SLAM hypotheses for local and distributed setting
respectively; Black dots with gray ellipse represent object pose estimation, red & blue signs with red ellipse
represent robot pose estimation. Green and red points represent ground truth for object and robot positions
respectively. (c) and (e) represent class probabilities for ¢ = 1 for objects observed thus far for local and
distributed respectively. The X notations represent ground truth (1 for class ¢ = 1, 0 for class ¢ = 2).

As explained in Sec. 2.D, when double counting occurs, the posterior class probabil-
ity will converge to extreme results quicker, and may result on either completely right
or wrong classifications. Therefore, reasoning about a single run is insufficient, and a
statistical study is required. To quantify classification accuracy, we sample 100 times
different geometric and semantic measurements, and perform a statistical study over
the results. For that, we use mean square detection error (MSDE) averaged over all
objects, robots, and runs (also used by Teacy et al. [15] and Feldman & Indelman [16]).
We define MSDE per robot and object as follows:

1 m

. . N - )

MSDE = EZ(]P’gt(c:z) —P(e =i|Hy))", (4.48)

i=1
where Py (c = i) represents the classification ground truth and can be either 1 for
the correct class or 0 for all other classes. Therefore MSDE = 1 for completely
incorrect classification, thus allowing us to perform statistical study of the effects of
double counting of discrete random variables. To quantify localization accuracy, we use
estimation error £%evs which is the weighted average of Euclidean distance between the

estimated and ground truth poses.

3.B Simulation Results

Fig. 4.2 presents results for continuous variables, i.e. robot and object poses. Figs. 4.2b
and 4.2c show a clear advantage to our approach, where the localization error is the

smallest for robots and objects respectively after the first 10 time steps. In Figs. 4.2d
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and 4.2e the estimation covariance is presented, where the double counted approach
has the smallest values as expected. Fig. 4.2e shows ’spikes’ in the average objects’
position covariance; these correspond to new object detections where the localization
uncertainty is still high.

Fig. 4.3 visualizes classification and estimations at time & = 60 for local only and
for distributed beliefs of robot 5. At that time, robot ro communicated earlier with
r3, and for the first time communicates with ;. When comparing Fig. 4.3b (local) to
Fig. 4.3d (distributed), the number of possible class realizations is reduced. In addition,
the estimate of r2’s pose, as well as the objects, is more certain and accurate. When
comparing Figs. 4.3c and 4.3e, the latter presents a larger map, i.e. more objects
observed, and the class estimations (classification) are closer to the ground truth.

Fig. 4.3a presents the average MSDE over 100 runs, where as a whole our approach
shows lower MSDE values, i.e. statistically stronger classification results. In supple-
mentary material [109, Sec. 8] we present additional classification and SLAM results.

In Fig. 4.4, 4.5, 4.6, and 4.7 we show the beliefs at various stages of the path.
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Figure 4.4: Figures for robot r2 and r3, local beliefs for time k = 15 and k = 20 respectively. (a) and (b)

show results for 72, (¢) and (d) for r3. (a) and (c) present SLAM results, (b) and (d) present classification
results.

The results of all the graphs support the paper results, where both classification
and SLAM in general are more accurate for the distributed belief. In addition, the
robots inferring the distributed belief take into account objects that they didn’t observe
directly.

In Fig. 4.8 we show the time each inference time-step takes to compute for the
distributed case, without and with double-counting. In general, computation time is
influenced by the number of class realizations that aren’t pruned, and is higher when

robots communicate between each other. For each newly observed object the algorithm
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(b) show results for r2, (c) and (d) for r3. (a) and (c) present SLAM results, (b) and (d) present classification
results.
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must consider all realizations for the said object, thus the computation time ”spikes”

at the first step the new object is observed.
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Figure 4.8: Calculation time as a function of the time step in seconds.
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3.C Experiment Setting

In our scenario 3 robots are moving within an environment with multiple objects within
it. We scattered 6 chairs within the environment and photographed them using a
camera on a stand, keeping a constant height. The chairs were detected with YOLO3
DarkNet detector [110], which provided bounding boxes, and then each bounding box
was classified using a ResNet50 convolutional neural network [4]. We considered 3
candidate classes out of 1000: ’barber chair’, ’punching bag’, and ’traffic light’, as ¢ =
1, 2, 3 respectively with ¢ = 1 being the ground truth class. We trained three viewpoint-
dependent classifier models using three sets of relative pose and class probability vector
pairs, with the spatial parameters being the yaw and pitch angles from camera to object;
For the ground truth class we photographed an objects from multiple viewpoints, and
then classified it using ResNet 50. For the other two classifier models, we sampled class
probability vectors with larger probability for the corresponding class of the model,
and used the same relative poses as the first model.

In the experiment (deployment phase), we utilized both geometric and semantic
measurements, using the corresponding (learned) measurement likelihood models. Rel-
ative pose geometric measurements for odometry and between camera and objects were
generated by corrupting ground truth with Gaussian noise, while the semantic mea-
surements are provided by YOLO3 and ResNet from real images. The same metrics as
the simulation are used here.

We consider a motion model with noise covariance ¥, = diag(0.0003,0.0003,0.0001),
and geometric model with noise covariance 39°° = diag(0.04,0.04,0.005), both corre-
sponding to position coordinates in meters and orientation in radians. We simulated
noisy odometry and geometric measurements, while using YOLOS3 to create object pro-
posals and a classifier to classify them. The communication radius in this scenario is 3
meters. The robot’s and chair ground truth was measured via motion capture cameras
with OptiTrack. The chairs’ center of mass is used as a frame of reference for relative

poses.

The classifier used in our experiment is the Pytorch implementation of ResNet 50,
pre-trained on ImageNet dataset [111]. We trained three classifier models, one per each
class. Class ¢ =1 is 'Barber Chair’ and is considered our ground truth. Class ¢ = 2 is
"Punching Bag’ and class ¢ = 3 is "Traffic Light’. We trained the classifiers using pairs
of relative pose and probability vectors; for ¢ = 1, we used images of a chair used in
the experiment, while for ¢ = 2 and ¢ = 3, we sampled measurements from Dirichlet
Distribution with parameters a = [5,15, 3] and a = [5, 3, 15] respectively. Each relative
pose was parametrized by the relative yaw angle v, and the relative 8, with the camera
being viewed from the object’s frame of reference.

Fig. 4.9 presents 4 of the images used in the experiment, with bounding boxes for
the chairs. Fig. 4.10, Fig 4.11, and 4.12 present the trained expected probability values

for each relative 1 and 0 values, i.e. P(z°¢"|c = i,1),0) for each figure with different i.
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Each subfigure (a) to (c) representing measurement probability of class ¢ =1 to ¢ =3

respectively.

Figure 4.9: Four of the experiment images shown with corresponding bounding boxes.

Predicted probability

(a) ¢ = 1 model, ¢ = 1 prob.

(b) ¢ =1 model, ¢ = 2 prob.
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(¢) ¢ =1 model, ¢ = 3 prob.

Figure 4.10: Classifier model for ¢ = 1, trained on real images: probabilities of classes 1 to 3 depending on
relative yaw and pitch angles presented i (a) to (c¢) respectively. Higher surfaces go have bluer color.

(a) ¢ = 2 model, ¢ = 1 prob.

(b) ¢ = 2 model, ¢ = 2 prob.
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(¢) ¢ = 2 model, ¢ = 3 prob.

Figure 4.11: Classifier model for ¢ = 2, trained on real images: probabilities of classes 1 to 3 depending on
relative yaw and pitch angles presented i (a) to (c) respectively. Higher surfaces go have bluer color.
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(b) ¢ = 3 model, ¢ = 2 prob. (¢) ¢ = 3 model, ¢ = 3 prob.

Figure 4.12: Classifier model for ¢ = 3, trained on real images: probabilities of classes 1 to 3 depending on
relative yaw and pitch angles presented i (a) to (c) respectively. Higher surfaces go have bluer color.
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Figure 4.13: Experiment figures; (a) present the ground truth of the scenario. Red points represent the initial
position of the robots, with different colored lines represent different robots. The green points represent the
object poses. (b) and (c) represent the average &“2ve for robot and object positions respectively as a function
of time for the experiment. (d) and (e) present the corresponding square-root of the position covariance for the
robot and object average respectively.

3.D Experimental Results

Fig. 4.13 presents SLAM results for the same benchmarks as in Fig. 4.2. Figs. 4.13b
and 4.13c present an average W& over all robots for robot and object positions, re-
spectively. In general, the advantage of our approach is evident with lower errors. In
addition, Figs. 4.13d and 4.13e present a similar pattern to Figs. 4.2d and 4.2e, respec-
tively, where the covariance of our approach is smaller than the single robot case, but

larger than the over-confident double counting case.

For classification results, Fig. 4.14a shows the average MSDE per robot as a function
of time step, where eventually our approach out-performs both the single robot and
the double counting cases, with higher probability for the correct class realization. In
Fig. 4.14, SLAM and classification results for Robot 2 at time step k = 35 are presented,
showing similar resulting trends to Fig. 4.3. Comparing Fig. 4.14b and Fig. 4.14d, the
later shows more accurate SLAM compared to the former, with less class realizations.
In addition, compared to Fig. 4.14e, Fig. 4.14c shows more accurate classification with

an additional object classified.

The results of all the graphs support the paper results as well, where both classifi-
cation and SLAM in general are more accurate for the distributed belief. In addition,
the robots inferring the distributed belief take into account objects that they didn’t

observe directly.

In Fig. 4.19 we show the time each inference time-step takes to compute for the
distributed case, without and with double-counting. In general, computation time is

influenced by the number of class realizations that aren’t pruned, and is higher when
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robots communicate between each other. For each newly observed object the algorithm
must consider all realizations for the said object, thus the computation time ”spikes” at
the first step the new object is observed. Because the classifier model in the experiment
uses deep neural networks, the computation is slower than in the simulation where hand

crafted models were used.
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Figure 4.19: Calculation time as a function of the time step in seconds.
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Chapter 5

Model Uncertainty Aware
Sequential Inference of Posterior
Class Probability

In this chapter we propose to maintain a distribution over posterior class probabilities
while accounting for model uncertainty. This distribution enables reasoning about
uncertainty in posterior classification, which is crucial for robust classification, and for
safe autonomy in general. In particular, we derive equations to sequentially update the
distribution over posterior class probabilities. We evaluate our approach in simulation,

and using real images fed into a deep learning classifier.

5.1 Notations and Problem Formulation

Consider a robot observing a single object from multiple viewpoints, aiming to infer its
class while quantifying uncertainty in the latter. Each class probability vector is v, =

vE o AL e M ], where M is the number of candidate classes. Each element
74 is the probability of object class ¢ being i given image zy, i.e. 7. = P(c = i|z;), while

vk resides in the (M — 1) simplex such that

%=0 ol =1 (5.1)

Existing Bayesian sequential classification approaches do not consider model uncer-

tainty, and thus maintain a posterior distribution A; for time k over ¢,
Ak = P(e|vik), (5.2)

given history 7;.; obtained from images z1.;. In other words, A; is inferred from a
single sequence of 7., where each v, for ¢ € [1, k] corresponds to an input image z;.

However, the posterior class probability A\, by itself does not provide any information
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regarding how reliable the classification result is due to model uncertainty. For example,
a classifier output v may have a high score for a certain class, but if the input is far
from the classifier training set the result is not reliable and may vary greatly with small

changes in the scenario and classifier weights.

In this chapter we wish to reason about model uncertainty, i.e. quantify how “far”

an image input z; is from the training set D by modeling the distribution P(v;|z;, D).

Given a training set D and classifier weights w, the output +; is a deterministic function
of input z for all t € [1, k:

Yo = fulzt), (5.3)

where the function f,, is a classifier with weights w. However, w are stochastic given
D, thus inducing a probability P(w|D) and making 7; a random variable. Gal and
Ghahramani [21] showed that an input far from the training set will produce vastly
different classifier outputs for small changes in weights. Unfortunately, P(w|D) is not
given explicitly. To combat this issue, Gal and Ghahramani [21] proposed to approxi-
mate P(w|D) via dropout, i.e. sampling w from another distribution closest to P(w|D)
in a sense of KL divergence. Practically, we run an input image z; through a classifier
with dropout multiple times to get many different ~;’s for corresponding w realizations,
creating a point cloud of class probability vectors. Note that every distribution in this
chapter is dependent on the training set D, so we omit it from further expressions to

avoid clutter.

In this chapter, a class-dependent likelihood P(yi|c =), referred as a classifier
model, is utilized. We use a Dirichlet distributed classifier model with a different

hyperparameter vector §; € RM™*! per class i € [1, M], rewriting P(yg|c = 1) as:
P(ykle = 1) = Dir(w; 6:). (5.4)

This distribution is the conjugate prior of the categorical distribution, thus it sup-
ports class probability vectors, particularly ~;. Sampling from Dirichlet distribution
necessarily satisfies conditions (5.1), unlike other distributions such as Gaussian. The

probability density function (PDF) of the above distribution is as follows:

('Yi)egil ) (5'5>

e

I
—

Dir(’yk; 91) = 0(92)
J

where C(6;) is a normalizing constant dependent on 6;, and «93 is the j-th element of

vector 6;. To shorten notation, we will write this likelihood as:
P(ygle =1) = Li(w),  P(le=1) =L, (5.6)

We denote the likelihood vector as L(v) = { Ly(vk) - Lar(vk) } For simplicity, we

consider these hyperparameter vectors to be known or inferred. Furthermore, in this
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chapter we assume an uninformative prior P(c =1i) = 1/M.

We must distinguish between the classifier model £;(v;), and the model uncertainty
derived from P(v|zx) for class i and time step k. The classifier model £;(vx) is the
likelihood of a single v given a class hypothesis i; it is computed prior to the scenario
for each class from the training set, and it is assumed constant within the scenario. On
the other hand, P(yx|z) is the probability of 44 given an image zj, and is computed
during the scenario. Note that if the true object class is ¢ and it is “close” to the
training set, the probabilities P(vx|z;) and L£;(yx) will be “close” to each other as well.

A key observation is that A is a random variable, as it depends on 71, (see Eq. (5.2))
while each 7, with ¢ € [1, k], is a random variable distributed according to P(v;|z¢, D).
Thus, rather than maintaining the posterior Eq. (5.2), our goal is to maintain a distri-

bution over posterior class probabilities for time k, i.e.
P(Ax|21:8)- (5.7)

This distribution allows to calculate the posterior class distribution, P(c|z1.k), via ex-

pectation

P(C = ilzl:k) = f)\}c IP)(C = Z|)‘,i;a zlk)P()‘HZlk’)d)‘z; (5 8)
— Ji Ple = iIN)BOe1)dX, = EIX)

where we utilized the identity P(c = i|AL) = Ai.
Moreover, as will be seen, Eq. (5.7) allows to quantify the posterior uncertainty,

thereby providing a measure of confidence in the classification result given all data
thus far.

At this point, it is useful to summarize our assumptions:

1. A single object is observed multiple times.
2. P(y¢|zt, D) is approximated by a point cloud {v;} for each image z;.
3. An uninformative prior for P(c = 7).

4. A Dirichlet distributed classifier model with with designated parameters for each

class c € [1,..., M]. These parameters are constant and given (e.g. learned).

5.2 Approach

We aim to find a distribution over the posterior class probability vector Ag for time k,
i.e. P(\g|z1.5). First, Ay is expressed given some specific sequence ~1.;. Using Bayes’
law:

A =P(c = i|y1.6) x P(c = i|y1.6-1)P(yklc = 4, Y1:5-1)- (5.9)
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Algorithm 5.1 P(\g|z1.;) inference algorithm with sub-sampling.

Input: z1.;: k images of an object, P(c=14)Vi=1,..., M : a prior for object class,
L;Vi=1,.. M: a classifier model, Ny, maximum points per time step.

1: )\i = P(C = Z)

2: fort=1:kdo

3: Classify image z;, and produce a point cloud {~;}.
4: for All possible 7 and A\;_1 pairs: do

5: fori=1:M do

6: AL o< Li(ve)A\f_g-

7 end for

8: end for

9: Select randomly N, ,, pairs to form {\;}

10: end for

11: return {\;}

We assume, for simplicity, classifier outputs are statistically independent and re-write
Eq. (5.9) as
i o< P(e = ily1—1)P(yk]c = ). (5.10)

Per the definition for Ap_1 (Eq. (5.2)) and P(yklc = i) (Eq. (5.6)), AL assumes the
following recursive form:

Jo 0 N1 Li()- (5.11)

We now recall that +; (for each time step ¢ € [1,k]) is a random variable, making
also )\};_1 and )\}; random variables. Thus, our problem is to infer P(\g|z1.1), where,
according to Eq. (5.11), for each realization of the sequence 1., Ag is a function of

/\k,1 and Yk -

We present our approach in Algorithm 5.1. At each time step ¢, a new image z;
is classified using multiple forward passes through a CNN with dropout, yielding a
point cloud {~;}. Each forward pass gives a probability vector v; € {~;}, which is used
to compute the class likelihood £(7;), that is modeled as a Dirichlet distribution. In
addition, we have a point cloud {\;—1} from the previous step. We multiply all possible
pairs of \i_; and £;(7;) , as in Eq. (5.11). Finally Ngs n, pairs are chosen for the next
step, in a sub-sampling algorithm that will be detailed in Section 2.B. We eventually
get a point cloud {\;} that approximates P(A|z1.¢).

We need to initialize the algorithm for the first image. Recalling Eq. (5.2), we define

A! (first image) for class i and time k = 1 as:
M= P(c=i|y). (5.12)

Using Bayes law:
P(vyi|c = i)P(c = 1)

P(m1)

where P(¢ = 1) is a prior probability of class i, P(71) serves as a normalizing term, and

B(e = i) = (5.13)
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P(v1]|c = i) is the classifier model for class i. Per definition Eq. (5.6), Eq. (5.13) can be
written as:

Lo Ple=14)Li(m), (5.14)

thus A{ is a function of prior P(c = 4) and ~, and in the subsequent steps we can use
the update rule of Eq. (5.11) to infer P(\g|z1.x)-

Remark: There is a numerical issue where A} for sufficiently large k can practically
become 0 or 1, preventing any possible change for future time steps. In our implemen-
tation, we overcome this by calculating log )\}; instead of )\2.

In the next section we discuss the properties of P(Ag|21.x)), analyze the correspond-
ing posterior uncertainty versus time, and consider two inference approaches that ap-
proximate this PDF.

2.A Inference over the Posterior P(\;|z1.x)

In this section we consider how the distribution P(Ag|21.;) develops and seek to find
an inference method to track this distribution over time. As discussed in Section
5.1, we consider all y; as random variables; hence, according to Eq. (5.11), P(A\g|z1.k)
accumulates all model uncertainty data from all P(vy4|z;) up until time step k, with
t el k]

Fig. 5.1 illustrates an example for inference of P(Ag|z1.x) from P(yx|2x) and P(Ag_1]21.%)
using a known classifier model, considering three possible classes. Fig. 5.1a-5.1c present
example distributions for the classifier model. Fig. 5.1d presents a point cloud that de-
scribes the distribution of Ag_;. Fig. 5.1e presents P(7x|zr) represented by a point
cloud of ~y; instances. Each ~; is projected via L(7x) to a different cloud in the sim-
plex, presented in Fig. 5.1f. Finally, based on Eq. (5.11), the multiplication of points
from Fig. 5.1d and 5.1f creates a {\;} point cloud, shown in Fig. 5.1g. In the pre-
sented scenario, the spread of {\;} (Fig. 5.1g) point cloud was smaller than {A\;_1}
(Fig. 5.1d), because both point clouds {A;_1} and {£(7x)} are near the same simplex
edge. In general, classifier models with large parameters (see Eq. 5.5) create {L(v:)}
point clouds that are closer to the simplex edge. In turn, the {A;} point cloud (updated
via Eq. (5.11)) will converge faster to a single simplex edge.

In this paragraph we discuss the behavior of P(\y), dependent on both A\;_1 and .
The spread of {\;} is indicative of accumulated model uncertainty, and is dependent
on the expectation and spread of both {\;_1} and {7x}. For specific realizations of
Mi—1 and 7k, as seen in Eq. (5.11), A% is a multiplication of A}, _; and £;(vx). Therefore,
when L£(v;) is within the simplex center, i,e. Li(vx) = Lj(yx) for all 4,5 = 1,..., M,
the resulting A; will be equal to Ay_1. On the other hand, when L(~;) is at one of
the simplex’ edges, its effect on A; will be the greatest. Expanding to the probability
P(A\k|z1.k), there are several cases to consider. If P(Ax_1|21.6—1) and {L(7x)} “agree”
with each other, i.e. the highest probability class is the same, and both are far enough

from the simplex center, the resulting P(A\g|z1.x) will have a smaller spread compared to
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Figure 5.1: An example to illustrate the inference process of P(Ag|z1.x). (), (b), and (c) £; classifier model
for classes 1,2 and 3, respectively, with higher probability zones presented in yellow. (d) distribution of Ag_1
from the previous step. Note that for kK = 1, Ag is given by the prior P(c). (e) a point cloud {7, } approximating
P(vk|2) via multiple forward passes of the (CNN) classifier with dropout, given a new measurement zj (an
image) at current time step k. (f) The corresponding likelihood L(vg) for each v € {vx} from (e). Finally,
multiplying Ap_1 and L(vx) (Eq. (5.11)) results in the point cloud shown in (g) representing a distribution
over A\g. Ar’s spread is smaller in this case than A\;y_1’s, as both £(vx) and P(Ag_1|zx—1) are close to the same
simplex corner.

P(Ak—1]21.k—1) and its expectation will have the dominant class with a high probability.
On the other hand, if P(Ag_1|21.k—1) and {L(yx)} “disagree” with each other, i.e. they
are close to the same simplex corner, the spread of P(Ag|z1.,) will become larger; an
example for this case is illustrated in Fig. 5.2. In practice such a scenario can occur
when an object of a certain class is observed from a viewpoint where it appears like
a different class. If both P(Ag_1|z1.x-1) and {L(vk)} are near the simplex center, the
spread of P(Ag|z1.x) will increase as well. Finally, if only one of P(Agx_1|21.k—1) and
{L(7k)} is near the simplex center, P(A\x|z1.) will be similar to the one that is farther

from the simplex center.
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Figure 5.2: An example to illustrate a case where the posterior uncertainty grows with an additional image.
The classifier model is the same as in Fig. 5.1, as well as the inference steps. (a) represents P(Ax_1|2x_1). Here,
in (b) the point cloud {yx} is closer to class 3, compared to {Ar_1} cloud from (a) that is closer to class 1.
The classifier model translates v into £(7yx) in (c), projecting the point cloud around class 3, and thus after
the multiplication in (d) the distribution is more spread out compared to (a).

From P(\g|z1.,) we can infer the expectation E()\;) (computed as in Eq. (5.8))
and covariance matrix Cov(\g) of A\;. As E(\) takes into account model uncertainty
from each image, unlike existing approaches (e.g. [10]), we can achieve a posterior

classification that is more resistant to possible aliasing. The covariance matrix Cov(\g)
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represents the spread of \;, and in turn accumulates the model uncertainty from all
images z1.;. In general, lower Cov(\y) values represent smaller \; spread, and thus
higher confidence with the classification results. Practically, this can be used in a
decision making context, where higher confidence answers are preferred. In this chapter
we compare between values of Var()\}'c) for all classes ¢ = 1,..., M, as it is simpler to
describe the uncertainty per class.

There is a correlation between the expectation E(\;) and Cov(A;). The largest
covariance values will occur when E()g) is at the simplex’ center. In particular, it is
not difficult to show that the highest possible value for Var(\%) for any i is 0.25; it
can occur when A\l = 0.5. In general, if E()\;) is close to the simplex’ boundaries, the
uncertainty is lower. Therefore, to reduce uncertainty, E(Ax) should be concentrated
in a single high probability class.

To the author’s knowledge, the expression P(Ag|z1.x), where the expression for A
is described in Eq. (5.11), has no known analytical solution. The next most accurate
method available is multiplying all possible permutations of point clouds {~;}, for all
images at times ¢ € [1,k]. This method is computationally intractable as the number
of \; points grows exponentially. In the next section we propose a simple sub-sampling

method to approximate this distribution and keep computational tractability.

2.B Sub-Sampling Inference

As mentioned previously in section 5.1, each measurement we receive a cloud of Ng

Ny

neq1- Each probability vector is projected via the classi-

probability vectors {(yx)"
fier model to a different point with the simplex, which provides a new point cloud
{L(y)"™ T]:fil. We assume that P(A;_1|z1.x—1) is described by a cloud of Nj_; points.
Given the data for 75 and A\;_1, the most accurate approximation to P(Ag|z1.x) is given
by multiplying all possible pairs of Ay—1 and L(~x). Thus, P(Ag|z1.%) is described with
a cloud of N;_q x N points. For subsequent steps the cloud size grows exponentially,
making it computationally intractable. We address this problem by randomly sampling
from the point cloud for A, a subset of Ny, points and use them for the next time
step. In practice, we keep Ny, constant across all time steps, see line 16 in Algorithm

o.1.

5.3 Experiments

In this section we study our method in simulation and using real images fed into an
AlexNet [1] CNN classifier. We used a PyTorch implementation of AlexNet for classifi-
cation, and Matlab for sequential data fusion. Our hardware is an Intel i7-7700HQ CPU
running at 2.8GHz, and 16GB of RAM. We compare between four different approaches:

1. Method-P(c|z1.)-w/o-model: Naive Bayes that infers the posterior of P(c|z1.x)

where the classifier model is not taken into account (SSBF in [10]).
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2. Method-P(c|z1.x)-w-model: A Bayesian approach that infers the posterior of
P(c|z1.,) and uses a classifier model; essentially using Eq. (5.11) with a known

classifier model.

3. Method-P(\k|z1.1)-AP: Inference of P(Ag|z1.) multiplying all possible combina-
tions of A\;x_1 and L(~x). Note that the number of combinations grows exponen-

tially with k, thus the results are presented up until k& = 5.
4. Method-P(Ag|z1.%)-SS: Inference of P(Ag|z1.x) using the sub-sampling method.

Our proposed approaches are 3 and 4.

3.A Simulated Experiment

This experiment is a simulation to demonstrate the algorithm’s performance. This
simulation is designed to emulate a scenario of a robot traveling in a predetermined
trajectory and observing an object from multiple viewpoints. This object’s class is one
of three possible candidates. We infer the posterior over A and display the results as

expectation E(\}) and standard deviation per class i:

o; =/ Var(\L). (5.15)

This simulation is a study on the effect of using classifier model in the inference
for highly ambiguous measurements. In addition, we analyze the uncertainty behavior
for this scenario. We use a categorical uninformative prior of P(c¢ = ¢) = 1/M for all
i=1,..., M.

Each of the three classes has its own (known) classifier model Eq. (5.16), as shown
in Figures 5.3a-5.3c. This classifier model is assumed Dirichlet distributed with the
following hyperparameters 6; for all i € [1, 3]:

6 =1[611]
0y =[272] (5.16)
65 =[11.52].

In this experiment the true class is 3. These hyperparameters were selected to simulate a
case where the 7y measurements are spread out (corresponds to ambiguous appearance
of the class), thus leading to incorrect classification without a classifier model. The
classifier model for this class L3 predicts highly variable +’s using the training data
(Fig. 5.3c). The {v} point clouds for each ¢t € [1,k] are different from each other
(Fig. 5.3e), representing an object photographed by a robot from multiple viewpoints.

We simulate a series of 5 images. Each image at time step t has its own different
P(v¢|2¢). For the approaches that infer P(c|z1.), we sample a single ; per image z; for
all t € [1,k] (Fig. 5.3f, also we present the 7, order). This sample simulates the usual

single classifier forward pass that is used. For our approaches we sample 10 v;’s from
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each P(y¢|z:), except for the first step ¢ = 1 where we sample 100 ~1’s. For Method-
P(Ag|21.%)-SS each {\;} point cloud is capped at 100 points. The expectation of these
generated measurements are presented in Fig. 5.3d, along with the cloud order. In
Fig. 5.3e {7} point clouds for three different ’s are presented in distinct colors. The
input for methods 1 and 2 is shown in Fig. 5.3f, and some of the input for methods 3

and 4 is shown in Fig. 5.3e
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Figure 5.3: (a)-(c) Classifier likelihood model (Eq. (5.16)) for classes 1 to 3 respectively. Blue and orange
colors correspond, respectively, to low and high probability values. (d) E(y¢) for ¢ € [1,5] (i.e. 5 images). (e)
Point cloud {+:} for 3 images. (f) CNN classifier without dropout. In (d) and (f), image indices are shown.

Fig. 5.4 presents results obtained with our algorithm, in terms of expectation E(A{)
and y/Var(X%) for each class 7, as a function of classifier measurements. In Fig. 5.4a
and 5.4b we use a single sampled ~; for z; (see Fig. 5.3f), while in Fig. 5.4c and 5.4d
we create a {1} point cloud for z; (see Fig. 5.3e¢). In Fig. 5.4a and 5.4b results
for Method-P(c|z1.5)-w/o-model and Method-P(c|z1.;)-w-model respectively. Without
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classifier model the results generally favor class 2 incorrectly, as the measurements
tend to give that class the higher chances. With classifier models the results favor
class 3, the correct class. Because the classifier model for class 3 is more spread out
than for the other classes, v’s in the simplex middle (as in Fig. 5.3e) have higher L3()
values than £; () and L£2(y). While method Method-P(c|z;.x)-w-model gives eventually
correct classification results, it does not account for model uncertainty, i.e. uses a single
classifier output v obtained with a forward run through the classifier without dropout.
In this simulation we sample a single v from each point cloud to simulate this forward
run.

Figs. 5.4c and 5.4d present the results for Method-P(Ag|21.1)-SS and Method-P(\g|21.1)-
AP, expectation and standard deviation respectively. Throughout the scenario class 3
has the highest probability correctly, and the deviation drops as more measurements
are introduced. Compared to Fig. 5.4b where class 3 has high probability only at time
step t = 3, in Fig. 5.4c class 3 is the most probable from time step ¢ = 1. Both Method-
P(Ag|21.%)-SS and Method-P(\g|z1.x)-AP behave similarly. Note that class 1 has much
smaller deviation than the other two because its probability is close to 0 through the

entire scenario.
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Figure 5.4: (a)-(c) Posterior class probabilities: (a) Method-P(c|z1.;)-w/o-model; (b) Method-P(c|z1.x)-w-

model; (c) P(c|z1.;) calculated via expectation (5.8) for Method-P(A|21.x)-SS and Method-P(Ag|z1.5)-AP; (d)
presents the posterior standard deviation Eq. (5.15)

for both of our methods.
Fig. 5.5 presents the development of {\;} point clouds for Method-P(\g|z1.x)-SS
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at different time steps.

Those figures show the gradual decrease in {\;}’s spread,

coinciding with the corresponding standard deviation at Fig. 5.4d.
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Figure 5.5: The figure depicts the evolution of the {\;} point cloud, as calculated by Method-P(Ag|z1.x)-SS,
for different time instances k.

3.B Experiment with Real Images

Our algorithm is tested using a series of images of an object (space heater) with con-
flicting classifier outputs when observed from different viewpoints. This corresponds to
a scenario where a robot in a predetermined path observes an object that is obscured by
occlusions and different lighting conditions. The experiment presents our algorithm’s
robustness to these difficulties in classification, and addressing them is important for
real-life robotic applications.

The database photographed is a series of 10 images of a space heater with artificially
induced blur and occlusions. Each of the images is run through an AlexNet convolu-
tional neural network [1] with 1000 possible classes. Similar to Section 3.A, we use an
uninformative classifier prior on P(c¢) with P(c =) = 1/M for all i = 1,..., M classes.
Our algorithm is used to fuse the classification data into a posterior distribution of
the class probability and infer deviation for each class. As in the previous section,
we present results with and without classifier model. Fig. 5.6 presents four of the
dataset images, exhibiting occlusions, blur and different colored filters in a monotone

environment.

(d)

Figure 5.6: Four of the 10 images used in the dataset with occlusions and different viewpoints. Blurring and
colored filters were introduced to some images artificially.

We compare between the same methods that are used in the previous sub-sections.
For Method-P(c|z1.;)-w/o-model and Method-P(c|z1.x)-w-model, we forward the images
through the classifier without dropout and use a single output ~ for each image. For
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Method-P(Ag|z1.x)-SS, we run each image 10 times through the classifier with dropout,
producing a point cloud {7} per image. The cap for number of A\; points with Method-
P(Ag|21:%)-SS is 100. For Method-P(Ak|z1.x)-AP method, we present results only for the

first five images as the calculations become infeasible due to the exponential complexity.

As AlexNet has 1000 possible classes (one of them is "Space Heater”), it is difficult
to clearly present results for all of them. Because we wish to compare between the
most likely classes, we select 3 likely classes by averaging all v classifier outputs and
selecting the three with highest probability. The probabilities for those classes are
then normalized, and utilized in the scenario. All other classes outside those three are
ignored. We require a classifier model for each class; assuming the classifier model is
Dirichlet distributed, we classified multiple images unrelated to the scenario for each
class with the same AlexNet classifier but without dropout. The classifier produced
multiple 7’s, one per image, and via a Maximum Likelihood Estimator [112] we inferred
the Dirichlet hyperparameters for each class i € [1,3]. The classifier model P(yx|c =
i) = Dir(vg; 0;) was used with the following hyperparameters 6;:

6, = [5.103 1.699 1.239]
6, = [0.143 208.7 5.31] (5.17)
05 = [0.993 14.31 25.21]

In this experiment, class 1 is the correct class (i.e. "Space Heater”). Fig. 5.7 presents
the simplex representation of the classifier model per class, and a normalized simplex of
classifier outputs for three high probability classes, similarly to Fig. 5.3. The classifier
model for class 1 is much more spread than the other two (Fig. 5.7a), therefore the
likelihood of measurements within a larger area will be higher for this class. Interest-
ingly, the classifier model for class 3 predicts P(vy;|c = 3) will be between classes 2 and
3 (Fig. 5.7c). Fig. 5.7e presents 4 of the 10 {7} point clouds used in the scenario.
Fig. 5.7d presents the expectation of each {7;} point cloud for ¢ € [1,10]. Fig. 5.7f
presents classifier outputs without dropout, i.e. a single 7; per image. Both Fig. 5.7d

and 5.7f have indices that represent the images order.

Fig. 5.8 presents the classification results for all the methods presented. Fig. 5.8a
and 5.8b show results for Method-P(c|z1.)-w/o-model and Method-P(c|z1.;)-w-model
respectively. Without a classifier model, i.e. the former method, incorrectly indicates
class 2 as the most likely, because the classifier outputs often show class 2 as the most
likely (see Fig. 5.7f). With a classifier model, the results jump between classes 1 and
3 as most probable. This can be explained by the likelihood vector £ from Eq. (5.17)
that projects the +’s from different images approximately to different simplex edges

(e.g. 72 and 4 for class 1, and 73 and =5 for class 3).
Figs. 5.8c and 5.8d present results for Method-P(Ag|21.1)-SS and Method-P(Ag|21.x)-

AP, expectation and standard deviation respectively. Fig. 5.8¢c presents class 1 as most

likely correctly in both methods from k = 2 onwards, and the results are smoother than

66



—_

] o 0.8

[2] 1]

(2]

& &

o © 0.6

S ©

> >

= =04

= =

3 g

o o002
[

o a

Class 1 probability
(e)

0
0 0.2 0.4 0.6 0.8

0 0.2 0.4 0.6 0.8
Probability of class 1 Probability of class 1
(a) (b)
1 -
1
0.8 0.8 -e2
@ ‘ = o10
© o .4
© 0.6 g 0.6 i
© g 9
204 ~ 04 Y
4 3
o2 502
a 8 °
| 6
0 0 | ‘ ‘ ‘
0 0.2 0.4 0.6 0.8 0 0.2 0.4 0.6 0.8
Probability of class 1 Class 1 probability
() (d)
1r
1
et0
08 o081
= = 2
i =
gos 806 -
2 5
s o
04 S04 3 .
@ » B 6
‘—(g v % . s
O 0.2 " (_) 0.2 9
e 8
0 0 : : : :
0.2 0.4 0.6 0.8 0 0.2 0.4 0.6 0.8

Class 1 probability
()

Figure 5.7: A simplex representation of the classifier model for (a) class 1, (b) class 2, and (c) class 3. In
(b), note the distribution is very tight centered at the top left corner of the simplex. (d) E(y¢) for ¢t € [1,10]
(i-e. 10 images). (e) Pointcloud {~:} for 4 images. (f) CNN classifier output without dropout. In (d) and (f),
image indices are shown.

67



in Fig. 5.8b because our algorithm takes into account multiple realizations of v; to y1o
- we recall that for each image we use a point cloud of 7’s. In addition, we can reason
about the standard deviation of Ag, representing the posterior uncertainty, as seen in
Fig. 5.8d. Note that starting from the 4th image, the uncertainty increases, as later
measurement likelihoods do not agree with A\;_; about the most likely class at those

time steps, similar to the example presented in Fig. 5.2.
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Figure 5.8: (a)-(c) Posterior class probabilities: (a) Method-P(c|z1.r)-w/o-model; (b) Method-P(c|z1.x)-w-

model; (¢) P(c|z1.) calculated via expectation (5.8) for Method-P(A|21.x)-SS and Method-P(Ag|z1.x)-AP; (d)
presents the posterior standard deviation Eq. (5.15) for both of our methods.

Fig. 5.9a presents the computational time comparison between those two meth-
ods for the scenario presented in this section, including different number of samples
Nssn per time step. Importantly, the results for Method-P(Ag|z1.5)-SS are similar to
Method-P(Ag|z1.,)-AP while offering significantly shorter computational times. Note
that the computational time per step is constant as well for Method-P(\g|21.x)-SS.
Fig. 5.9b presents mean square error (MSE) of Method-P(Ag|21.%)-SS compared to
Method-P(Ag|21.5)-AP, as a function of Ng,,. As expected, larger Ny, values pro-
duce lower MSE.

68



104 ‘ ‘ ‘ x10°

. —AP

2, 102k ——SS, 50 points ] =
g SS, 100 points g
= ——SS, 200 points by
T 10 ——8S, 400 points 1 §
_% &
3102 : 5
g =
8

10 ‘ ‘ ‘
1 2 3 4 5
Number of images
(a)

Figure 5.9: (a) Computational time comparison between Method-P(Ak|z1.x)-AP and Method-P(Ag|z1.x)-SS
per time step. The figure presents computational times for Nss,n € {50,100, 200,400} points per time step for
Method-P(A|2z1.x)-SS. (b) The statistical mean square error of Method-P(Ag|z1.x)-SS as a function of Ngsn €
[50,500] relative to Method-P(Ag|21.x)-AP.

69



70



Chapter 6

Epistemic Uncertainty Aware
Semantic Localization and
Mapping for Inference and Belief

Space Planning

In this chapter we contribute a unified framework for epistemic uncertainty aware in-

ference and belief space planning in the context of semantic perception and SLAM.

Our framework considers prominent sources of uncertainty — classification aliasing,
classifier epistemic uncertainty, and localization uncertainty — within inference and
BSP.

Specifically, the main contributions of this chapter are as follows.

1. We develop two methods for maintaining a joint distribution over robot and object
poses, and over the posterior class probability vector that considers epistemic un-
certainty in a Bayesian fashion. The first approach is Multi-Hybrid (MH), where
multiple hybrid beliefs over poses and classes are maintained to approximate the
joint belief over poses and posterior class probability. The second approach is
Joint Lambda Pose (JLP), where the joint belief maintained directly using a
novel JLP factor.

2. We extend both methods to a BSP framework, planning over posterior epistemic
uncertainty indirectly, or directly via a novel information-theoretic reward over

the distribution of posterior class probability.

3. Our inference and BSP methods utilize a novel viewpoint dependent classifier
model that predicts epistemic classifier uncertainty given a candidate class and rel-
ative viewpoint, allowing us to reason about the coupling between poses and clas-
sification scores, and predict future epistemic classifier uncertainty, while avoiding

predicting and generating entire images.
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4. We extensively study our inference and BSP methods in simulation and using
real data from the Active Vision Dataset [113].

This chapter is structured as follows: In Sec. 6.3 we address epistemic-uncertainty-
aware inference; MH and JLP are introduced in first for the single object case and
afterwards to multiple objects case. In Sec. 6.4 we expand both approaches to BSP, and
discuss the information-theoretic cost over the distribution of posterior class probability.
Finally, we validate our approaches in Sec. 6.5 first in simulation in Sec. 5.B, and then
using Active Vision Dataset and BigBIRD in Sec. 5.C.

6.1 Preliminaries

In this section we introduce notations, provide preliminary material, and formulate
the problem addressed in this work. First, we introduce our setting and simultane-
ous localization and mapping (SLAM) notations. Afterwards, we introduce notations
specifically for classification in the context of epistemic uncertainty. Finally, we briefly
introduce belief space planning (BSP), and present the problem formulation for epis-

temic uncertainty aware semantic inference and planning.

1.A Simultaneous Localization and Mapping (SLAM)

Consider a robot operating in an unknown environment represented by object land-
marks. For inference and planning over a distribution of posterior class probabilities,
we need to solve an underlying object based simultaneous localization and mapping
problem (SLAM). The robot’s and objects pose, and objects’ classes are all unknown.
Let x; denote the robot pose at time k; Let x° and ¢ denote object pose and class
respectively. To shorten notations, denote X, = {x° z.;.} as all poses of robot and the
observed (expanded later to multiple objects) up until time k.

The robot receives from observed objects both geometric and semantic measure-
ments. Let z; denote a measurement received at time k£ from the object. This measure-
ment is split into geometric 2] and semantic z; measurements; All those measurements
are aggregated to a set z;, = {z,2z:}. The robot action at time k is denoted aj, and
finally we denote the measurement history as Hj, = {#1:k,a0,5—1}. We assume indepen-
dence between semantic and geometric measurements, as well between different time
steps.

We utilize a known Gaussian motion model with constant parameters, denoted My,
and defined as:

My, = P(zg|2r_1,ar_1) (6.1)

and a known geometric model ]P’(zg|a:0, xr). In addition, we use an externally trained
viewpoint dependent classifier and uncertainty model P(z7 ,|cn, 2°,zy) that will be

discussed in Section 3.A. Let us denote the corresponding measurement likelihood term,
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L) 2 P(zf|2°, xp) - P(2}|c, 27, zp), (6.2)

where, both geometric and classifier models are considered Gaussian as well.

1.B Distribution Over Class Probability Vector

During inference the robot receives a raw image in which observed objects are seg-
mented. In standard (deep-learning) approaches a classification model, i.e. a classifier,
is learned beforehand and used to classify the objects within each segment (e.g. bound-
ing box) by producing an output of a class probability vector. Given fixed classifier

weights w, we denote a probability vector from a classifier at time k as
e = Ple|Ii, w), (6.3)

where I, is the raw image of the object. Also, denote 7., as the probability vector
given a specific w. In practice, the image fed into the classifier is a cropped image of
an object via a bounding box. Note that 7 = [fy,i, 5] € R™ is a probability vector,

thus it must satisfy the following conditions:
o All its elements must sum to 1, i.e. 37", ) = 1.
o FEach element is bounded between 0 and 1, i.e. 0 < ’y,i <1, Vi=1,...,m.

In contrast to this standard approach, in this work we reason about classifier epis-
temic uncertainty. Denote D as the classifier’s training set. In literature, these ap-
proaches rely on describing the trained weights w as random variables by themselves
distributed w ~ P(w|D), thus making 7 a random variable. In this chapter we create
a set W of sampled w to produce a point cloud of v vectors per object and time step,

such that we can describe the distribution over ~y; with the delta Dirac function d(-):

e~ BOuli, D) = [ 60n = Plelli w)) P(wlD)de, (64)

w

which we approximate via sampling as:

POwll D) = g 387 = Pl w). (6.5)
Thus for each time step we get a point cloud {7} per object where its spread describes
the epistemic model uncertainty of the classifier. See a simplified illustration in Fig. 6.1,
where an object is observed from multiple viewpoints, and the classifier outputs a cloud
of v’s for each viewpoint. For example, the cloud {~x} obtained by observing the object
from the bottom right corner is spread widely, therefore the epistemic uncertainty
from that viewpoint is high. Contrast it with the upper-right viewpoint where the

spread is tight, representing low epistemic uncertainty. In this chapter the semantic
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measurements are those point clouds within the m—1 simplex, such that z; = {7;}. The

set of sampled w can be created by, for example, MC-dropout [21] or Bootstrapping [18].
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Figure 6.1: Illustration of viewpoint dependency for both classification scores and epistemic uncertainty. The
figure presents simplex graphs for different viewpoints, where m = 3. The individual class probability scores
are shown as blue points in the simplex, where it’s borders are in green. The red points represent possible
viewpoints observing the SUV in the middle.

1.C Distribution Over Posterior Class Probability Vector

Eventually the posterior over a sequence of v vectors can be inferred. This posterior
takes into account both the epistemic uncertainty from multiple observations of an
object, as well as localization uncertainty induced by coupling between relative poses

and class probabilities. The posterior is defined as follows:
A = Pe|yigs 274, (6.6)

where )\; is deterministically determined by both a sequence ;. and the geometric
measurement history. For a specific ;.1 sequence which is created by a specific w,
we use the notation Ay ,,. Because we consider 7;.; to be a random variable (as w is a

random variable), so is Ag. As such, we can define a belief over \j the following way:
b[Me] = P( Akl Ivk, HE, D). (6.7)

The belief b[\;] encompasses both the posterior classification probability vector via
E(Ag), and the epistemic and localization uncertainty via Cov(\g). The belief b[\g]
representation is more expressive than a single class probability vector representation,
and it can reflect four possible archetypes, as seen in Fig. 6.2 (see [7]). Fig. 6.2a
presents an out-of-distribution case where the inputs to the classifier are totally alien,
therefore the output is completely unpredictable. Fig. 6.2c represent a case where the
classifier can safely identify the object with high degree of certainty, i.e. the input is

close to the training set. Intuitively, this is the case that we aim for, and generally
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has the highest reward. Fig. 6.2b represents the case of high data uncertainty where
the classifier certainly cannot disambiguate between different classes, i.e. the classifier
“knows” that it does not know. This can be resulted from ambiguity in the training
set between different classes, when objects from different classes look identical from
certain viewpoints. Finally, Fig. 6.2d represent a case where the classifier can vaguely
infer the object class, but it’s still far from the training set (e.g. a car of an unusual
shape that there are no similar images in the training set), therefore with a large degree

of uncertainty.
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Figure 6.2: The 4 archetypes of b[Ag], shown in a 3 dimensional Dirichlet simplex example, where blue to yellow
correspond to low to high probability respectively. (a) is an out-of-distribution setting, where the classifier does
not identify the object and the epistemic uncertainty is high. (b) is high data uncertainty setting, which close
to D, but the class is identifiable in the training set itself. In (c) the classifier recognizes that the object of a
certain class with certainty, a scenario we aim for. In (d) the classifier gives preference to one of the classes,
but with a high degree of uncertainty.

As we shall see, this belief can be used within belief space planning, e.g. going to
relative poses where the epistemic uncertainty is the smallest to safely classify objects,
or vice-versa going to relative poses with high epistemic uncertainty to potentially learn
a model online.

More generally Ay is coupled with object and camera poses Xj. A joint belief over

Ar and X can be maintained, denoted as:
[Nk, i) £ P( N, Xig| Ik, H, D). (6.8)
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We may require to compute E(\g) to, for example, compute a reward function that
depends on E(\;). Consider that P(c = i|\, Xx) = Ai, then for every object class
c=1

P(c = i|Iy.x, Z{, D) :A . AL bk, X]dAed X, = E(AL). (6.9)
kry‘k

In chapter 5 we presented an approach to maintain b[\x] in a setting with a single
object, didn’t consider the coupling between X}, and A, and the approach was limited
to inference. On the other hand, here we account for the coupling between \; and A%,
present an active approach, and expand to a multi-object setting. First we consider
the formulation for a single object. In the approach sections 6.3 and 6.4 we extend the

formulation to the multiple object case, with each method having its specific notations.

1.D Belief Space Planning (BSP)

Given a general current belief by, one can reason about the best future action from a
set of action to maximize (or minimize) an object function. With by and a set of future
actions ak.x+1,, it is common to define the objective function as the expected cumulative
reward,

Tk, akeksr) = Bz O 1 (bksi (B 1hd)), Q) (6.10)

L
=0
where r(+) is a belief-dependent reward function, and L is the planning horizon. This

formulation can be extended to policies as well.

The above equation can also be also written in a recursive form as in,

J (bs Q:kit-1) :/ P(Zj41|He, ar)-
Zip (6.11)

- J(brt1, ks 1:6+-1)d 241,

where bi11 = bg+1(Zk+1). The term P(Z;11|Hy, ax) is the measurement likelihood of
future measurement history thus far and and ag, and is essential for BSP. In practice,
most of the time the integral in Eq. (6.11) cannot be analytically computed, thus it is

approximated in sampled form:

1
I (be, aar+1) = 7 > J(brg1(Zk41)s Ghsrikt 1) (6.12)

Zgt1
where N, is the number of Zj,1 samples, and Zyq1 ~ P(Zyy1|Hk, ag).

The optimal action sequence ay., , ; is chosen such that it maximizes the objective

function:

OpehyL, = arg max (J bk, ak:et)) - (6.13)

To evaluate the optimal action sequence, one must consider all possible sequences (pos-

sibly via search algorithms) and select the one that produces the highest objective
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function.

Specifically, in this chapter we consider the belief by = b[Ag, Xi] for BSP, and
discuss planning using various reward functions, while focusing on classifier epistemic
uncertainty reward function, namely the entropy of b[\;] for a future time k4. Yet,

first, we must address the corresponding inference problem.

1.E Problem Formulation

Given geometric measurement history Hg, an image sequence Iy.;, actions ag.,—1, an
epistemic-uncertainty-aware classifier trained on training dataset D with a set W of
weight realizations w € W, the problems of inference and planning are defined as

follows:

1. Inference: Infer the posterior joint belief b[A, X%], as defined in Eq. (6.8).

2. Planning: Given b\, X}], find the future action sequence ay,,, ; that maximizes
J(b[ Ak, Xk, ag:k+1) with the reward function r(b[Ax, X%]).

In this chapter we address the inference and planning problems in Sections 6.3 and 6.4,

respectively.

6.2 Approach Overview

Two approaches are presented for solving each of the problems presented in Sec. 1.E.
The first approach is Multi-Hybrid (MH), a particle-based approach where multiple
hybrid beliefs are maintained simultaneously. The second approach is Joint Lambda
Pose (JLP), where a single continuous belief is maintained and the posterior class
probabilities are states within this belief.

The approach sections are divided to inference and planning; Starting with infer-
ence, we introduce the viewpoint dependent classifier uncertainty model, which predicts
the distribution of the classifier output and is used by both methods for inference and
planning. In particular, the classifier uncertainty model is used to generate predicted
measurements during planning. Then, we introduce MH and JLP for inference; First,
for simplicity we consider the single object case, afterwards the formulation is expanded
to multiple objects. The section concludes with a computation complexity analysis and
comparison.

Section 6.4 addresses the planning problem; First we discuss measurement genera-
tion in general for a single object, then delve into the specifics of both MH and JLP of
generating measurements for multiple objects. Afterwards we discuss reward functions,
and specifically expand upon information-theoretic reward for b[A]. Finally, we discuss
Dirichlet distribution and LG as possible distributions of A when using MH (JLP is
limited to LG).
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For the reader’s convenience, main notations used in this chapter are summarized
in Table. 6.1.

6.3 Approach- Inference

3.A Viewpoint Dependent Classifier Uncertainty Model

We use a classifier uncertainty model that accounts both for the coupling between lo-
calization and classification, and epistemic model uncertainty. As an example, Fig. 6.1
illustrates that {7;} measurements varies across different viewpoints, with some con-
taining high epistemic uncertainty and some low. The model we propose learns to
predict these measurements, and subsequently which viewpoints will contain high epis-
temic uncertainty. In contrast, previous works that used a viewpoint dependent classi-
fier model (e.g. chapters 3, 4 and [12,15]) did not consider epistemic uncertainty while
learning the model.

The conditions for 7 being a probability vector must be considered when one
requires to sample from the classifier model, thus unlike previous chapters 3 and 4 we
cannot use a Gaussian distributed classifier model. One possible solution is to consider
the classifier model as Dirichlet distributed (see chapter 5), but that model cannot be
incorporated into a Gaussian optimization framework (e.g. iISAM2 [36]) with unknown
poses which are coupled with classification results. Instead, we consider the following
solution: we use a logit transformation for v to a vector Iy € R™~! space, such that

the support of each element (—oo, 00):

- 2 Am=1 T
Iy & llog <m> ,log <m> ,oees lOg < — )] . (6.14)
v Y Y

Then, Iy can be assumed Gaussian such that:

P(hkkv xo’ l’k) = N(hc($0, .%'k), Ec(xo? ZCk)), (615)

and as a consequence -y is distributed Logistical Gaussian with parameters {h., %.}.

The probability density function (PDF) of ~; is as follows:

1 1 — i~y =h H2 )
P(le, a°, xp) = : - elalinhely,), (6.16)
V |27TEC| Hznll rYllg

In practice, a classifier provides us with a cloud {7}, and each v, € {4} is transformed

to ly;. There are m such models, one for each class. The training set consists of tuples
of relative pose and Iy point clouds such that D, £ {2, {Iy}} for each class, where
2" & 22O 1 is the relative pose between object and robot; the expectation (classifi-
cation scores) and covariance (epistemic uncertainty) is extracted from {lv} and fitted

as known points either in the model using e.g. Gaussian Processes or deep-learning
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Table 6.1: Main notations used in the paper.

Parameters

T Robot pose

z° Object 0’s pose

X All robot and object poses up to k

zrel Relative pose between x and z°

Oy Set of all objects observed at time k

x};"“ Set that contains the last robot pose and all object poses from Oy,
c® Object 0’s class

C Class realization of all objects

29 Geometric measurement

28 Semantic measurement

n The amount of all objects in the environment

ng Number of objects observed at time k

Ny Number of objects observed up to time k

M Motion model from zp_1 to g

a Robot action

Hr History of measurements and action up to time k

HY History of geometric measurements and action up to time k
Zf All geometric measurements for all objects at time k

L3 Semantic measurement likelihood

he Expectation of class ¢’s classifier uncertainty model

Ye Covariance of class ¢’s classifier uncertainty model

L Geometric and semantic measurement likelihood at time &
D Classifier training dataset

{} Set or point cloud

I Raw image

ia Logit transformation of probability vector

0% Probability vector classifier output

¢ Element of v of class ¢

Ty Set of all v observed at time k, one per object

Ty Set of all logit transformations for all v € I'x

A Posterior class probability vector

¢ Element of A of class ¢

Ag Posterior probability vector for class realizations

Dy Set of I\ of all objects observed up to k

w Set of all possible classifier weight realizations w

b[] Belief, probability conditioned on history P(-|I7.k, HZ, D).
b, Continuous belief conditioned on history, ¢, and w

hby Hybrid belief conditioned on w

cs Logit transformation of semantic measurement likelihood
Subscripts

w Classifier weight realization

k Time step

L Planning horizon

Superscript

o Object o

c Class hypothesis of an object

C Class hypothesis of all objects
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based approaches. Real-life application may require creating Dy, from multiple dif-
ferent instances of the same objects, e.g. for class ”car” multiple types of cars may be
used. Fig. 6.3 illustrates the training data shown in black dots versus the trained model
shown in blue. The model attempts to "predict” the epistemic uncertainty based on a

given training set.

Xrel XreI

(a) ~ space (b) lv space

Figure 6.3: Simplified illustration of the classifier uncertainty model we use in the chapter. (a) and (b)
represent v and ly space respectively. The black dots represent the corresponding v(z"¢!, w) € {7}(z"¢") and
Iy(z"¢ w) € {ly}(z"¢!). The expectation and covariance are learned in (b) and interpolated for new queries of
z"¢!| potentially returning to (a) via the inverse logit transformation. The expectation is represented in dark
blue, while the one sigma covariance is represented in light blue.

3.B Multi-Hybrid Inference

In this section we present the Multi-Hybrid (MH) inference approach to maintain the
belief from b[A, X;] (6.8). With this method, we maintain [\, Xj| indirectly via
a set of hybrid beliefs, each for a realization of classifier weights. The posterior class
probabilities from each hybrid belief together represent the posterior classifier epistemic
uncertainty. From there, we can compute marginal distributions for both A; and X}
if needed, e.g. when computing reward functions for planning (see Section 6.4). We
present this approach first when observing a single object, then we extend it to multiple

objects, and finally address computational complexity aspects.

Single Object

The belief b[Ag, Xy], as defined by Eq. (6.8), is conditioned both on geometric mea-
surements ”Hi and raw images I1.;, and the classifier training set D. As discussed in
Sec. 1.B, an epistemic uncertainty aware classifier provides us a cloud {lv;.;}, which
we consider as semantic measurements. In the MH approach, we maintain b[A\, X% by
splitting it to components by marginalizing over object classes and classifier weight real-

ization w € W, where W is a predetermined discrete set of w that are used throughout
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the entire scenario. First, we marginalize b[\;, X%| over w:

b, X = / P( X, Nl T, HY, w) - P(w|D)dw
w

1 , (6.17)
~ > P( X, ATk, HY, w).

Then, using chain rule yields
1
b[Ar, X = Wi > P( X | Ay w, T, HY) - PN w, Tk, H). (6.18)
w

Each term in the right-hand side of the above is addressed separately; P(Xx|\g, w, I1.k, ”Hi)

is marginalized over ¢ and using chain-rule can be split into the following distributions:

P(Xe| Ay w, T, 1Y) =D P(Xile, Ay w, T, HY)
z (6.19)
: P(c‘)‘ka w, Il:ka Hi)

X}, is conditioned on ¢, thus A; can be omitted. For ¢, given the posterior probability

vector Ay, the rest can be omitted, and P(c|\;) = Af, where A} is the element c of Aj.

A is a function of w, Iy, and HY; therefore, P(\g|w, I1.5, H}) is a Dirac function
0(+), such that
P(Ag|w, [1:g, HY) = (Mg — M) (6.20)

As such, Eq. (6.18) is rewritten as:

1
-~ gy .\¢C . _
Ak ] ~ T Z:%:P(Xklc,l%;k,w’%k) N O = Akw), (6.21)
be, [X]

where b, [X)] is the continuous belief conditioned on w and ¢. Each w € W' is constant
throughout the scenario with the reasoning of keeping the number of particles constant,
thus avoiding managing an exponentially increasing number of components (such as in
chapter 5). This can be achieved by, e.g., training multiple models on the same dataset
via bootstrapping, or re-using classifier weight sets created by MC-dropout. That way,
Eq. (6.21) shows that maintaining b[\g, X% is equivalent to maintaining b¢ [X}] and A§
for all w € W and c.

Each class probability Ay , within the particle Ay, is updated using Bayes rule as

follows:
i,w =n- )‘z—l,w : P(ZIZ7 lﬂ)/k,w’c)7 (622)

where 7 is a normalizing constant such that ) . Af = 1, and does not affect infer-

ence. As our classifier model is viewpoint dependent (Eq. (6.15)), we must marginalize
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P(z, lvy]c) over z° and ;. to fully utilize our models as follows:
o X /\i_lﬂﬂ/ Ly - b5 [, xx]|dx®dy, (6.23)
x0T

where bS, [2°, x] is the propagated conditional continuous belief, constructed as follows,

as we marginalize out all other variables from X} beside z° and xj:

b (20, 2] 2 /X o M B XA /2, ). (6.24)
k/T°,Tg

bS, [ Xy from (6.21) is incrementally updated using standard SLAM state of the art
approaches (e.g. iISAM2 [36]):

by [k o< by [X—1] - My - L. (6.25)

Essentially, for every w, we maintain a hybrid belief over robot and object poses, and

classes, which we define as:

hbw [ Xy, €] £ b5, [A] - . (6.26)

and using the above definition, and considering that the Dirac function only "blocks”

all A\, except for Ay, we can rewrite Eq. (6.21) in terms of hb,,[X,, c|:
b\, Xp] ~ ‘W‘ ZZ hbu [Xk, c] - 5( Ak — M) (6.27)

Practically, for every w € W, we maintain b, [X)] with the accompanying Ak for every

object class realization, overall maintaining |W| hybrid beliefs hb,,[X}, ¢| in parallel.
Further, one may require to infer the marginals b[\y] or P(Xy|I1.x, H], D), e.g. to

compute an appropriate reward function, as we shall see in Section 6.4. We can describe

b[Ax] in term of \j,, particles by marginalizing b[A;] over w:

b[)\k ~ P /\k\w [1 k,H )

\W\ ZIP’ (Al V 11000 HE) (6.28)

(5 — A,
On the other hand, to compute P(Xy|I1.x, H], D), we marginalize over w and c,
1
P(Xk’|llk7%zaD) ~ szhbw[‘)(kch (629)
w C

utilizing the already-calculated individual hybrid beliefs hb,,[Xk, c].

While theoretically this kind of maintenance is computationally expensive, in prac-
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tice many class realizations can be with probability close to zero, allowing us to prune
b5, [Xy] with its conditional A , if needed (see e.g. [114]). In this chapter we set a fixed
lower limit on A, and remove the corresponding component if the value of Af , is
lower than said limit. In total, |W| hybrid beliefs are maintained to infer Ay, for each

w.

Multiple Objects

We now extend our formulation to consider the environment includes multiple objects
observed by the robot. Let us introduce some notations to support this extension.
First, we denote variables corresponding to object o with a superscript [1°. At time k
a robot may observe a subset of n; objects within the environment, and up until time
k, Ni objects. The subset of nj objects is denoted as Or. Each object is segmented
from the image and the classifier outputs {Vg,w}wew corresponding to said object, and
the set of all those clouds for all nj objects in Oy, is denoted as {I'y} with I" defined as
a realization of v measurements, one per each observation. For a specific w € W, we
define the realization of v measurements as Iy, , = {’Y}?,w}oeoka thus {I'y} = {Thw bwew-
We define [Ty as the logit transformation of all 75 € 'y as in Eq. (6.14). The set of
all geometric measurements at time k is denoted Z,g , the history Hi = {ao:k—1, Zg }
includes all geometric measurements and actions up until time k, and subsequently
Hy = {111, H7} includes all measurement and action history up to time .

We define the joint posterior class probability vector as:

where C' £ {c°},c0,,, is the class realization of all objects observed up to time k, with
c° being the o-th object class. In addition, we include in X} the poses of all the objects,
such that Xj £ zo U {2°}0c0,,.- Subsequently, the belief over Ay and X} is:

b[Ag, X = P(Ag, Xg|L1k, HY, D). (6.31)

Observe that Ay, is still a probability vector, but with m™¢ possible categories. To
illustrate this, consider an example with two objects and three candidate classes,
i.e. Opp = {0,0'} and m = 3. Then each category contains a class hypothesis for
all object classes, e.g. ¢® =1, ¢ = 3. As such, there are 9 possible class realizations
and therefore Ay has 9 categories whose probabilities should sum to one. That way, the
number of categories in Ay grows exponentially with the number of objects, potentially
to intractable levels. Fortunately, this can be mitigated by pruning components with
low probability, as was done in chapters 3 and 4.

For every w € W, updating Ay is largely similar to updating A in Sec. 3.B, except
for a few differences. The likelihood terms include all objects Oy observed at time k,

and the conditional probability over the poses is conditioned on class realization C
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instead of the class of a single object,

A x A1y [ a6 (6.32)
L

where Ag’w denotes the posterior probability of class realization C' at time k for weight
realization w, and A7 inv represents the last robot pose and all poses of objects ob-
served at time k, i.e. X" £ x; U {2°},c0,. Likelihood £j now encompasses all the

measurement likelihoods of all objects as follows:

= H P(Iv¢|C, 2°, xy) - P(27]2°, ). (6.33)

OEOk °

The belief b5 ~[X;"] is the propagated belief conditioned on C, and marginalized over
the uninvolved variables such that X}, = X,ﬁ”” U X,;m”:

b [xi) = s My, - b8 [Xp_1]d X, ™. (6.34)
k

Similarly to Sec. 3.B we can rewrite b[Ay, Xx| as:
b[Ag, Xy ~ ywy > Z hbw [ X, C] - 6(Ak = Apw), (6.35)
where hb,,[X), C] is the hybrid belief conditioned on w:
hbw| X, C] 2 b5 [X0] - ALy, (6.36)

and b0 [X] £ P(Xlc, Vg HE). Similarly to Eq. (6.27), maintaining b[Ag, %] is
equivalent to maintaining hb, [Xy, C| for all w € W and C. In case b[Ay] is required,
for the multi-object case Eq. (6.28) becomes:

blAR] ~ o 3 0(Ak = M) (6.37)

Similarly; In case P(Xj|[1.x, HE, D) is required, for the multi-object case Eq. (6.29)

becomes:
P(Xy|I1.k, H, D) ‘W’ ZZhb [, C (6.38)

In general, all X and C are coupled, and subsequently so do X and Ag. There are
two possible sources of coupling: class priors that depend on other objects’ classes (e.g.
a computer mouse may be expected to appear next to a monitor), and the coupling
between poses and classes induced by the viewpoint-dependent classifier uncertainty
model (6.15).

Specifically, if the classifier model is not viewpoint dependent, i.e. P(lvy.|c, Xx) =
P(ivi|c), then P(Xy,c|Hi) = P(Xk|Hi) - P(c|Hk), and each one can be maintained

84



(=) (=)
@@,‘\@ ()—=)—(=)

(a) c? =1 (b) c® =2

Figure 6.4: Factor graphs for a toy scenario where the camera observes an object for a specific w,there are
|[W| such factor graph pairs. The object has two candidate classes. Each dot and line represents a separate
factor. The black factors between the camera and object represent the geometric model, while the colored factors
represent the classifier models, ¢ = 1 and ¢ = 2 by blue and red respectively.

separately. This simplified case can be represented as a single factor graph for the con-
tinuous variables, and the discrete variables are maintained via P(c|Hy) o< P(c|Hg—1) -
P(I74lc).

However, in our case, the viewpoint-dependent model P(lvy,|c, X%) couples between
relevant continuous and discrete variables; specifically, it is represented as a factor be-
tween robot and object poses at time steps when the object is observed. Thus, for I,
that corresponds to a semantic observation of some object o at time instant &, the factor
is P(ly|e, z, x°), and, according to (6.15), it differs for each class realization c. This
is represented by multiple factor graphs as illustrated in a simple example in Fig. 6.4.
Between the graphs, the topology is identical, but the factor P(ly,|c, X)) changes ac-
cording to class ¢ hypothesis. Further, each classifier weight w € W corresponds to its
own instance of those factor graphs. Of course, if a given factor graph is connected, all
variables in it are coupled.

Remark: While here we described a straightforward extension of the MH approach
to the multi-object, its worst-case computational complexity (discussed in Section 3.B)
scales poorly with the number of objects. Omne could also consider maintaining a
marginal distribution for each object (e.g. b[A?,2°] ) instead of the joint distribution
(6.35); yet, without introducing approximations, this would still involve inferring poses
via (6.38), as all object poses and classes are dependent as discussed in Sec. 3.B. The
marginal poses, i.e. Eq. (6.38), requires the maintenance of all hb,,[X}, C| as maintain-
ing b[Ag, X], thus the computational time and memory complexity does not change.
Computing a marginal distribution for each object is outside the scope of this chapter

and might be addressed in future work.

Computational Complexity and Discussion

With m candidate classes, and n objects, the number of possible class realizations per
Ay is m™, as C' considers all possible class realizations of all objects observed thus far,
making C' combinatorial in nature. Inference over continuous states (k camera poses
and n object poses), i.e. the conditional belief P(X|C, lv,.;, H), can be efficiently done
using, e.g. the state of the art iSAM2 approach [36], with a computational complexity of
O((k+n)'9), and at worst O((k +n)?) for loop closures. To compute an individual )y
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particle, we must account for the attached P(Xy|C, v .., HY), and thus the worst-case
computational complexity is O(m™(k+n)?). Eventually we maintain |W| particles, and
therefore the overall time computational complexity for b[A;] inference is O(|W |m" (k +
n)3) at worst without pruning.

The computational complexity can be further reduced by pruning e.g. low probabil-
ity classes for individual particles, but as with any pruning this can induce a problem
where a certain realization gets "locked” in either probability 0 or 1, rendering the
possibility of probability changing for the said realization impossible.

For memory complexity, we require the latest robot pose, and the n poses and
m sized class probability vector for every object per A\ particle. All in all, we must
maintain O(nm") random variables in memory per particle, and O(|W|nm™) variables
for b[A]. This also can be reduced by e.g. pruning low probability class realizations or
incremental inference methods.

To conclude, while accurate,, due to the combinatorial nature of C' which considers
all possible class realizations, the need to simultaneously maintain |WW| hybrid beliefs,
the worst-case complexity of MH scales poorly with number of objects and candidate
classes. In practice, pruning class realizations with low probability can reduce compu-
tational complexity to manageable levels. Incremental inference approaches for hybrid
beliefs, inline with [56], could further reduce computational complexity. These, how-
ever, are outside the scope of this chapter.

As an alternative, in the next section we propose the JLP algorithm, which is by

far computationally more efficient than MH.

3.C Joint Lambda Pose Inference

In this subsection we present an alternative approach for inference, which maintains
a joint belief over Xj and A\;. This approach is significantly less computationally ex-
pensive than the Multi-Hybrid approach. Its accuracy depends on conditions that we
discuss below. This approach is denoted as Joint Lambda Pose (JLP). Similarly to MH,
we first consider the single object case, and then extend JLP to the multiple object case.

To the best of our knowledge, there are no approaches that combine Gaussian
distributed variables with random variables within a simplex besides sampling based
methods. Thus, we cannot maintain b[\x, X;] as a single continuous belief, e.g. MH
requires maintaining multiple hybrid beliefs, as discussed in Sec. 3.B.

Instead, we define [\, as the logit transformation of \;, and maintain the belief

(considering a single object, for now):
blIN, Xi] = P(I\g, Xi| L1, HY, D). (6.39)
For a general \i, each Aj, can be updated using Bayes rule:
=1 Nin - POygle, 2. (6.40)
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When ) is cast into logit space, the above equation transforms into the following sum,
written in a vector form:

Mg =11+ lﬁz, (6.41)

where for each element in Ag, the normalizer n gets canceled as it is identical for all

elements of A, and [£] is defined as:

P -1 rel
lﬁzé{log< (ygle = 1, 2} )>

rel

P(lygle = m, 2p)

. (P(lmc =m- Lx;;el)) ]T

P(lygle = m, z})

(6.42)

To recursively update a Gaussian [\, in closed form from a Gaussian [\;_1, [£] needs

to be Gaussian as well. We now discuss conditions for which I£} is indeed Gaussian.

Accuracy Conditions

In this section we analyze the condition under which I£] is accurately Gaussian dis-

tributed. This is formulated in the following Lemma:

Lemma 6.3.1. Given m Gaussian distributed viewpoint-dependent classifier uncer-
tainty models P(ly;|e, z5) as in Eq. (6.15), if Yeei(2h¢) = S j(25) Vi, 5 € [1,m],

then 1L}, is Gaussian distributed.

Proof In this proof, we will omit time index k and sometimes omit x}fl from h. and
Y to reduce clutter. We prove by construction, with writing the PDF of the classifier
uncertainty model for the i-th element of [£L®. The model for class ¢ has an expectation

he—i(2") and a covariance matrix ¥.—;(z"¢). Thus:

I % v e P
. = Og p—
Z (2m) 7% [See HIemmlc,,

1 1
= 5 log(|Xc=il) + ) log(|Zc=ml|)

(6.43)

1 1
= gl = hemillf 4 Sy = he=ml[5.. ..

rel)

Now, applying the condition ¥.—;(2"%) = S._;(2"!), and denoting both as . we get

the following expression:
s Ty—1 L w1
L] =y 2,  heei — ihc:iZc he=i
1 (6.44)
— 1y b + ith:mEc_th:m.
From the above equation, if Iy is a multi-variate Gaussian random variable, then [L; is
a linear combination of Gaussian random variables, therefore Gaussian by itself. This

is valid for every i € [1,m — 1]. [ |

87



In general, the classifier model covariance functions may not be equivalent; There-
fore, Eq. (6.43) includes a quadratic expression of [y, making [£{ a mixture of Gaussian
and Generalized Chi distributions. To counter this, the models’ covariances must be
"close” to each other to approximately describe L as a Gaussian.

If [£% is assumed Gaussian via moment matching or other methods, it will only
approximate the true distribution of /£* with the accuracy dependent on the ”distance”
between .—; (") and X.—;(2") for all i, j € [1,m]. This distance can be represented
by, for example, Forbenius Norm.

Remark: The Forbenius norm can be inserted into the loss function while training
the viewpoint-dependent classifier uncertainty models (6.15), thereby enforcing suf-
ficiently close covariance functions between different models such that the approach
presented in this section can be used. Our implementation utilizes this concept, as we
further explain in Sec. 5.C.

Having discussed conditions for I£® to be Gaussian (accurately or approximately),
in the following section we introduce a new factor, termed joint Lambda pose (JLP)

factor, which constructs bl A, X%].

Joint Lambda Pose (JLP) Factor

Assume the conditions in Lemma 6.3.1 are satisfied. Considering Eq. (6.44) for all

i € [1,m — 1], we can describe [L; as follows:

1
L} = Dl — 5o, (6.45)

where the matrix ® € R(m=1x(m=1) and the vector ¢ € R ! depend on the individual
classifier models (6.15) and z}%. Using Eq. (6.44), the matrix ® is defined as

T —1 T -1
h’czl Ec:l - hc:mzc:m

O : (6.46)
IFAPD U SN VA ot

c=m—1 c=m*“~c=m

and ¢ is defined as

c=m—c=m

Rl S hemy — B S, heem
: (6.47)

hZ:m—lzgzlm—lhczm—l —hi_, 22 he=m

c=m—c=m

If the conditions of Lemma 6.3.1 are satisfied, we can substitute (£} in Eq. (6.41) with
the expression in Eq. (6.45):

1
I = Dot + @l — 6. (6.48)
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Now, as lv,, is assumed Gaussian, its distribution is defined by expectation E(Iv;) and

covariance X(ly;). Assuming a non-singular matrix ®, we define the JLP factor as:

P(IN| i1, Ty, D, a5e) 2

6.49
N (MH + PE(lyy,) — 59, <I>2(l’m)¢>T) : (6.49)

As mentioned before, we utilize a classifier that outputs a set {7} instead of a single
Y- Each v, € {7} is then transformed via the logit transformation (6.14) to [\, thus
the entire set {7} is transformed to {l,}. From there E(lv,) and ¥(lvy,) are inferred,
and the JLP factor can be written as P(I\g|I\r_1, {{74}, 25¢). As in Sec. 3.B, {ly;}
represents the classifier’s epistemic uncertainty.

The factor (6.49) is a four variable factor of I\, IAx—_1, 2°, and z, with the latter

! I & 20 o z. The factor can be inserted into a graph

two used to compute z" via z"¢
structure that can be optimized using standard SLAM methods, where [\, for different
k are separate variable nodes. This factor enables us to maintain b[I\;, Xj] using a single
continuous belief as we discuss in the next section, and in turn be faster computationally
than MH.

The term ®X(I7y,,)®T is positive definite when ® is not singular, but in practice we
cannot guarantee this condition. If there is some aj};el for classes ¢ = 7 and ¢ = j where
heei(27) = he—j(2™!) and So—;(27¢!) = X.—;(z"), then at that point @ is singular.
This means: at that certain :L“Zd, we cannot differentiate between the two classes with
the given classifier models. To keep ®X(I7y,)®” non-singular, we add to it an identity

matrix multiplied by a small positive constant e - J(m—1D*(m=1),

Recursive Update Formulation

In Section 3.C we introduced a novel four variable factor! P(I\g|I\r_1, Ik, D, xzel), de-
noted as the JLP factor. This factor allows to update b[l\;.;, X%] as a single continuous
belief, instead of multiple conditioned ones as with MH.

We may consider a smoothing formulation where we maintain the joint belief

b[I\1.k, Xx]. Using Bayes and chain rules, b[lA1.x, Xx] can then be updated as:

b1, k) =10 - PN INe_1, T, D, 25) - My,

l (6.50)
P(27)2) - DI =1, Xi—1],

where 1 is a normalization constant. In practice, previous [\;.;_1 are typically not re-
quired for classification inference and planning, so we can consider the belief b[A\g, Xx],
without maintaining a large number of states per object. To update this belief re-

cursively, we must express it as a function of the prior b[iA\;_1, Xx_1]. To do so, we

n case the object is not observed at k — 1, instead of I\;_1 we connect the factor to the latest

previous [A.
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(a) A single object. (b) Two objects.

Figure 6.5: Example of a factor graph for a scenario until k& = 2, where at each time step an object (a) or
objects (b) are observed. There are priors for zg, and [\o for every object. Between the camera poses are
motion factors, connecting camera and object poses are geometric measurement factors, and between [\’s at
different time steps the 4 variable factors are connecting.

marginalize over [A\;_1 and use the Bayes rule:

blIAg, X] o</ PIARIAG-1, I, D, 2f) - M-
A

k

-1 (6.51)
TP |25 - b[IAE—1, X1 ]dINg—1 -

Fig. 6.5a presents a simple example to illustrate the factor graph structure using JLP.
In this figure, we present a scenario with two time steps in which the robot observes a

single object.

Multiple Objects

The extension to multiple objects within the JLP framework is straight-forward. Each
object o has its own set of [\, nodes, as seen in the example in Fig. 6.5b. The set of all
I)Y for objects observed thus far is denoted as [\, = {IX}}oc0,,.- In contrast with Ay,
which is a single probability vector over class realization with m™* categories, I\, is a
set of vectors with m — 1 elements each, being the logit transformation of a probability
vector of an object, to a total of (m — 1) - N}, elements for I\;. As such, the joint belief

is updated in a similar manner to the single object case:

b, Xe] = 1 /M TT PUAZIAG . {70} 25y - My, -

k-1 0€0y,

P(Z]|X) - blIAk—1, Xp—1]dINg—1, (6.52)

with 1 being a normalization constant that does not participate in inference.

With this formulation, the difference between maintaining b[Ag, Xj] in MH and
b[iAg, X)) must be discussed.
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Computation Complexity and Discussion

MH maintains Ay, which is a posterior joint probability vector for all class realizations,
with mV* categories as seen in Sec. 3.B. Thus A}, grows exponentially with the number
of objects observed, and considering that the inference is done for |W| times, each
w with its own Ag, MH is intractable unless pruning methods are applied. On the
other hand, JLP maintains {\; which essentially maintains a separate [\; per object,
resulting in size of (m — 1) - N, which grows linearly with the number of objects, and
results in better scaling. Moreover, the inference is done only a single time, as the set

W only plays a role in classifier output ~.

If we consider again the example scenario with two objects and three candidate
classes, Ay, is a probability vector with 9 categories. On the other hand, [\, = {IX3, I\ }
where [\ and l)\z/, each, is a vector with two elements as they are the logit transfor-

mation of A} and )\0/, respectively, totaling in 4 elements for [\.

JLP has a single continuous belief with at most k& pose states and n object pose
states. In addition each object has [\ with m — 1 variables. Consider pose states with d
variables each, at worst the total number of variables in JLP is dk+dn+n-(m—1). In
total, the computational time complexity is O ((dk + dn + nm)3) at worst. Compared
to MH, as discussed in Sec. 3.B where the time computational complexity is at worst
O (|[W|m"(k + n)3), JLP scales significantly better with the number of objects.

We can compare Fig. 6.6 and Fig. 6.5b for illustration of the difference between MH
and JLP inference. In those figures, a scenario with two objects and two candidate is
presented. Fig. 6.6 presents the factor graphs for a specific w, therefore in this case
we have to maintain 4|W| factor graphs. On the other hand, with JLP we have to

maintain a single one that also contains additional {A nodes.

As we can see, the advantage of the JLP approach compared to the MH approach
is that it does not require maintaining multiple hybrid beliefs. It maintains a single
continuous belief that encompasses all poses and object classes while reasoning about
classifier epistemic uncertainty, allowing a rich, viewpoint dependent representation of

object class probabilities.

The main disadvantage of this approach is the requirement of Lemma 6.3.1 to hold
for accuracy. While the requirement can be offset by enforcing additional constrains on
the training of classifier uncertainty models, using the resulting models will render JL.P
as approximation compared to MH. Another potential drawback is that JLP forces
A to be LG distributed, which, as we will see in Sec. 4.E, results in slower entropy
computation. Despite of that, the advantage in computational efficiency of JLP is
significant enough to offset slower entropy computation relative to MH, thus practically

significantly more feasible.
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(a) c°1l =1,c¢°2 =1 (b) c?1 =2,¢°2 =1

(c) c®1 =1,c¢%2 =2 (d) c®°1 =2,c°2 =2

Figure 6.6: Factor graphs used by MH with the same scenario as in Fig. 6.5b for a single w. Each dot and line
represents a separate factor. The black factors between the camera and object represent the geometric model,
while the colored factors represent the classifier models, ¢ = 1 and ¢ = 2 by blue and red respectively.
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6.4 Approach- Planning

In this section we present a framework for epistemic uncertainty aware semantic BSP
(EUS-BSP). Our framework incorporates reasoning about future posterior epistemic
uncertainty within BSP; moreover, we appropriately generate future semantic and geo-
metric observations while utilizing the coupling between A and X'. Importantly, main-
taining the corresponding future posterior belief b[\, X'] within BSP allows to utilize a
variety of reward functions, and in particular, information-theoretic rewards over epis-
temic uncertainty. As such, EUS-BSP provides key capabilities for reliable autonomous

semantic perception in uncertain environments.

Each of the inference approaches developed in Section 6.3 has its own BSP counter-
part. As we discuss in detail below, they are not compatible with each other, i.e. MH

planning must be used with inference, and the same for JLP.

This section is structured as follows; First, in Sec. 4.A, we discuss future mea-
surement generation given candidate actions: For semantic measurements, we consider
generating raw images, and then propose to generate semantic measurements directly
from the viewpoint-dependent classifier uncertainty model from Eq. (6.15). Then, we
detail the specifics of generating measurements from the model for MH in Sec. 4.B
and JLP in Sec. 4.C. Afterwards, we discuss possible reward functions, first mention-
ing rewards in the form of r(b[X]) and r(E())) in Sec. 4.D, both indirectly involving
reasoning about epistemic uncertainty. Further, we discuss an epistemic uncertainty
information-theoretic reward r(b[A]) in Sec. 4.E, specifically the negative of differential
entropy —H (A). We discuss computing —H () for both LG and Dirichlet distributed
A. For MH approach, A can be distributed as either, but for the JLP approach, A is

limited to LG. Fig. 6.7 presents a diagram of all aspects considered in this section.

’Planning (Sec. 6.4) ‘

|
| |

’ Generating Measurements (Sec. 4.A) ‘ l Reward Functions ‘

MH JLP
(Sec. 4.B) (Sec. 4.C)

Figure 6.7: A diagram of aspects considered in Sec. 6.4. Dir stands for Dirichlet distribution.
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4.A Measurement Generation

As part of the objective function (6.10) evaluation, we need to reason about future
observations, both geometric and semantic. While geometric measurements can be
sampled given through the geometric measurement model given sampled poses, the
semantic measurement generation, especially when accounting for epistemic uncertainty
is not immediate. For clarity, in this section we consider the single object case, while

in the next sections we expand to the multiple object case in each method.

One alternative is to consider, for the ith look ahead step, generating {lv,,;} by
first predicting raw measurements, i.e. future images I ;. Given each such image, we
can produce {lv;, 1} by forwarding I through a classifier for each w € W, similarly

to passive inference. In such a case, the objective function (6.10) becomes:

J(0[Ak; Xk, apryr) = L S O r(b[ N Xiils anrs)), (6.53)
=1
where
b[Netir Xip) = P(Netis Xk Tt 1:kti> 24y 10poio L1iks Hiy D). (6.54)

As presented in Sec. 1.D, we have to use a generative model for generating measure-
ments with the general form of P(Zg11.511|Hk, ar). In this case, it takes the form
of P(Ix41:6+1L, z,ﬂ+1:k+L]7-lk, ar), which is a generative model for generating raw images

and geometric measurements.

This model generates images from a candidate viewpoint of a scene yet to be ob-
served, given a set of environments it was trained on. While such works do exist
(e.g. [115]), the problem is high dimensional and feasible only in specifically trained

environments.

In contrast, we propose an alternative approach that generates semantic measure-
ments directly via a learned viewpoint dependent classifier uncertainty model (6.15),

thereby avoiding generating raw, high-dimensional images.

Specifically, we use the LG model presented in Eq. (6.16) for generating semantic
measurements z;_ ;.. ; With the specifics discussed in Sec. 4.B and Sec. 4.C for MH
and JLP respectively. Thus, as alternative to Eq. (6.53), the objective function (6.10)
becomes:

J(b[ Ak, Xi], apepyr) = E Q0 (00 w; Xl arri), (6.55)

=1

ZZ+1:k+L7ZZ+1:k+
where, as opposed to Eq. (6.54), b[Ary4, Xky4] is conditioned on 2., ;, i.e.
D[ M ktis Xnri) = PNrgis Xopal 28 1hri> Zig 10 Licks Hi D). (6.56)
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As both the geometric P(zf|2}?) and classifier (6.15) models require 2;%,, in addition

to the class hypothesis ¢, measurement generation involves sampling both. We now
discuss the specifics for each method, addressing MH in Sec. 4.B and JLP in Sec. 4.C
while expanding both to multiple objects.

4.B  Multi-Hybrid Planning (MH-BSP)

In this section we discuss the specifics of generating measurements for planning using
MH. Now considering multiple objects, we must generate future Z9 and {II'}, s.t. the

objective function is as follows:

J(b[Ak, Xkl ap:er1) = Elry s 128 O r(b[ A Xesil, i), (6.57)

i=1

where b[Ay, Xx] is obtained by MH from Sec. 3.B, and:

b[Akyi, Xeys] = P(Apis X i {IT kg 1kt b > 2y 1ioris Dok Hipy D). (6.58)

As each [T'j4;,, consists of separate 79, .., and similarly Z7,. consists of 2?’., we
+1, P ’yk;—f—z,u)) y k+1i

k+i)
must first predict which objects will be observed at time &k + i. This can be done using
an object observation model (see e.g. chapter 3) and sampled robot and object poses
(either by sampling all objects or using a heuristic, see e.g. [116]); These objects are
included in the predicted Oj; set, and form Xlﬁvl 2 rp1 U {2°}ocop -

To present that generative model, we first consider the generation of {iI'yy1} and
Z;Z 41 from b[Ak, Xk conditioned on action ai. We present a sampling hierarchy that is

described by the following marginalization scheme:

P{ITk 11}, Zy 4y M, ax) =

(6.59)
20 Jap a0y Lror - P(CIAR) - My - b[Ay, Xy dApd X1,
which induces the following sampling hierarchy, for every object 0 € Oy 1:
o 0 o _rel,o
Vi1t ~ PUyRsale, o07) (6.60)
,0 ,0 rel,o
zgﬂ ~ P(Zlg+1|xk+1 ) (6.61)
C ~ Cat(Agy) (6.62)
X1~ M P(X A s 114,00 HE) (6.63)
w ~ Pw|D), (6.64)
where xZif £ 2°© w441, and is determined by X,ﬁ”l Recall that Oy must be

determined by sampling Xj.1. First, w is sampled uniformly from |[W|. From there,
as b[Ay] is already represented by a set of samples {Ay,,,}, sampling w chooses Ay, as
well. Next, following from Eq. (6.19) for the multiple object case, definition (6.36) for
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hby[ Xy, C], and that Ay, is chosen:
P(Xk | Ao V140 1) = D hbo[ X, C. (6.65)
Then P(Xk|Akw, 17150, HY) is propagated via:
P( Xy 1| Akos I 1do000 MY k) = Y Miy1hbi[X, O, (6.66)

and X1 is sampled, from there we determine Oy, 1.

Now for each object 0 € Oy 1 we determine the appropriate $Zi’f, and generate its
own geometric measurement zgfl. Next we sample class realization C'; As the action
aj, alone doesn’t change A from time k to k 4 1 without measurements, Ay, is used
to sample C. As such, C' is a categorical random variable with the probability vector

A as its parameters. Finally, with ¢ € C and xz(ﬁ’lo we sample a set of |[W/| vectors

iy

Often planning algorithms use Maximum Likelihood (ML) estimation to reduce
computational effort compared to sampling; Note that in our case, taking the ML
estimation of C' can be problematic because it only considers the most likely class
realization, ignoring all possible others.

For the following time steps, we use the generated {II'y41} and Z,g 41 to infer
b[Ak+1, Xk+1] using MH inference from Sec. 3.B. Now using action aj11, we can gener-
ate {ITky2} and Z7_,,

inferring corresponding belief until the end of planning horizon.

then b[Aky2, Xi12], and continue generating measurements and

Alg. 6.1 presents the MH-BSP measurement generation algorithm, where the func-
tion PredictObs predicts which objects are observed given sampled camera and object
poses.

We summarize our approach with the MH-BSP objective function computation
Alg. 6.2, where the function UpdateHB is the hybrid belief update approach presented
in Sec. 3.B, and InferDist infers b[Ajy1, Xk41] from measurement generated in Alg. 6.1.
Alg. 6.2 recursively calls itself until the action set only includes one action, allowing
non-myopic planning.

As in inference, while accurate, MH-BSP can be computationally expensive. Sub-
sequently, in the next section we propose the expansion of JLP for planning. As in

inference, JLP is significantly computationally faster.

4.C Joint Lambda Pose Planning (JLP-BSP)

In this section we present JLP-BSP, an epistemic uncertainty aware semantic BSP
framework that leverages JLP from Section 3.C as the inference engine. If the as-
sumption in Lemma. 6.3.1 is exactly or approximately satisfied, we can utilize JLP for

planning.
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Algorithm 6.1 MH-BSP Measurement Generation

Input: Belief b[Ay, X%], action ay,
1: b[Ak, Xk+1] < Mk . b[Ak, Xk]
Ak, Xpy1 + Sample(b[Ay, Xy11])
Opg41 < PredictObs(Xj41)
X < Okgr, X
Ziq <0
{1} < 0
for 0o € 041 do
:L“ﬁlo — 2% T € XY
<« C
zggfl — Sa;nple([[”g(zifﬁx?ﬁ’f))
Zi1 4 Zgga Y 2
it <0
for w € W do
1
{17841} + {17k41} U Sample(P(I] 4], 2,77))
end for
{01} {01y U{lyR 11}
end for
: return Z7, {IT)41}

el e T T e = T o T
SR IS A Ayl

Similarly to MH-BSP, we should reason about the generation of new measurement.
As described in Sec. 4.B, MH-BSP uses the classifier uncertainty model (6.15) param-

eters hi(z}e,) and ;(2%,) to generate {ly; ,} given class ¢ = i and 2}¢,; On the

other hand, JLP-BSP doesn’t require generating {l7;,} and elegantly uses h;(z}% ;)

and %;(27%,) as generated measurements.

With this, the objective function takes the following form:

T (O[T, Xl @ik L) = Bo(iry e ) S0 1) 2014y (O T (OUNG Kol ki)
i=1

(6.67)

where,

blINetis Xieti] = PN kis Xt IE(T kgt 2)s STk 1:04-1) s Zig 1peir T 1y D),
(6.68)

where E(ITx) £ {E(17}) }oeo, and similarly S(IT) £ {S(7%)}oco,
As in Sec. 4.B, we consider measurement generation for time k41 from time k. This
time, we present a sampling hierarchy that is described by the following marginalization

scheme:

P(E(lrk+1)7 E(ZPkJrl)’ Zlg—&—l ‘,Hk’ ak) -

S o1 o Hocop sy PEWE 1), BV )AL, Hie, ar)- (6.69)
P21 | X)) - D[Nk, Xy 1]d X1

By using the above equation, we can write the generative model that is used to generate
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Algorithm 6.2 MH-BSP Objective Function

Input: MH Belief b[Ay, X%], a set of actions ay.k 1,
1: J+ 0
2: for number of samples Ny do
3: Zngl, {leH} —

MH Measurement Generation(b[Ay, X, ax)(Alg. 6.1)
b[AkJ,-l; Xk+1] — UpdateMH(b[Ak, Xk], {leH}, Z]‘Z+1, ak)
7(0[Agt1, Xpt1]) + Reward(b[Ag41, Xyt1]

J—J+ T(b[Ak+1,Xk+1])/NS
if L # 0 then
J—J
+MH Objective Function(b[Aky1, Xi+1], ak+1:k+1)/Ns
9: end if
10: end for
11: return J

measurements for every o € Og41. First, we need to determine the set O, and sample
the hypothesized object class ¢ from I\ € I\;. We do so by sampling X1 and [\,
using b[I\g, Ay] as follows:

I, X1 ~ My - b, Xkl (6.70)

Similar to MH-BSP, [\, stays the same conditioned on ay, thus not propagated. Then

we determine Oj41, X" and 27%4° per object as we did in Sec. 4.B. From there, for
+ k+1 k+1 P J

0 € Opy1 we sample ¢ and afterwards generate the measurements:

E(7f4) = he(aiy) (6.71)
() = Sel@hiy) (6.72)
o~ P (6.73)
c® ~ Cat(N\), (6.74)

where hc(xgi’f) and Ec(azﬁ’f) are the Gaussian parameters of P(I7},|c, xgﬁ’f), as in
Eq. (6.15).

AN

Alg. 6.3 presents the JLP measurement generation algorithm, where E(II';) =
{E(179) }oco, » and similarly S(IT%) £ {Z(19%) }oco, -

The objective function computation is presented in Alg. 6.4. UpdateJLP refers to
updating b[I\, X%] as in Sec. 3.C given generated measurements. Alg. 6.4 calls itself
recursively until there is only one action left in the set. The algorithm is similar to
Alg. 6.2, except for the measurement generation and update functions which are specific
for JLP.
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Algorithm 6.3 JLP-BSP Measurement Generation

Input: Belief b[I\;, A], action ay
1: bLle, Xk+1] — M, - b[le, Xk]

IAky X1 < Sample(b[Ag, X y1])

Op11 < PredictObs(Xj11)

0 < Oky1, Xkt

Zi <0

E(leH) — 0

E(llg+1) < 0

for o € 041 do

rel i
:L“kJrl — 2% xp1 € A

2o Sample(IP Aleid)
Ziy < Ziq Uz,

co — Sample(Cat(A}))
E(lvg41) < b (fﬂﬁll)
E(ITky1) E(leH) UE(ly541)
S(1V741) < Belerdy)

16: E(leH) — E(leH) U E(lyzﬂ)
17: end for

18: return Z7 E(ITx11), Z(I0k+1)

I e T e T
ANl P > N sl s

4.D Reward Functions Over b\, X|

Predicting future b[Agyi, Xxt;] at a future time k + ¢ allows us to consider multiple
reward functions, all captured by the general formulation r(b[\, X]). To the best of
our knowledge, we are the first to consider reasoning about future posterior epistemic
uncertainty within a BSP setting. For rewards based on the poses r(X) e.g. distance-
to-goal, or rewards based on the belief over the poses r(b[X]) e.g. information-theoretic
costs, we can compute the marginal b[ Xy ;] as in Eq. (6.29) for MH, or by marginalizing
out [Ag4; from b[Ag4i, Xgyi] for JLP.

In addition, we may also consider a reward over the posterior class probability

r(P(c|H)) which can be extracted by computing E(Ag4;) from the marginal [\

Ple [ {lverktits 2o oo ik MY, D) = /A Pl Akri) - [ Aw ] dAeri = E(Ak1),
o (6.75)
therefore we can write r(P(c|#H)) as r(E())). An example for such reward is the minus
of Shannon Entropy, such that r(E(\)) = > .A°log(A°). This reward favors class
probability vectors when one of the candidates has probability close to one, and others

close to zero.

Crucially, as b[Ayi, Xpyi] for MH-BSP and b[I\;i, Xp1i] for JLP-BSP both reason
about epistemic uncertainty, it affects implicitly every reward. Thus, we account for

future posterior epistemic uncertainty indirectly in all the cases discussed in this section.
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Algorithm 6.4 JLP-BSP Objective Function

Input: JLP Belief b[I\, X}], a set of actions a1
1: J+0
2: for number of samples Ny do
30 Z] 1, E(Ikq1), B(ITkq1) <
JLP Measurement Generation(b[Ag, Xy, ax:x+1)(Alg. 6.3)
4 b[IMpy1, Xey1] < UpdateJLP(b[IA, Ax]),
79, BT 1), S(ITks1)

5: T(b[l)\k_H, Xk+_1]) — Reward(b[l)\kﬂ, Xk—i—l]
6: J—J+ r(b[l)\k-Jr]_, Xk+l])/Ns
7: if [ # 0 then
8: J+—J
+JLP Objective Function(b[INpt1, Xpr1], @ps1:kst)/Ns
9: end if
10: end for

11: return J

4.E Information-Theoretic Reward Over b[)\]

In Sec. 4.D we discussed reward functions in the form of r(b[X]) and r(P(c|H)). But
crucially, maintaining b[Ag1;, Xx+;] opens the possibility of planning directly over b[\].
We consider info-theoretical rewards over A in the form of r(b[A]). Specifically, we

consider the differential entropy of A\;1;, denoted H(Ag4;), and is defined as:

HOwi) 2 = [ bl - logblAesldhes. (6.76)
k+1

The reward considered is the minus of the entropy, i.e. 7(b[A]) = —H(\), which, as

we will see in Sec. 4.E and 4.E, is dependent both on E()A) and the epistemic model

uncertainty.

A possible alternative is a reward of the following general form for X (see e.g. [88]):

r(b[A]) = wi - fi(E(N)) +w - fa(E(N)), (6.77)

where wy and ws are hyperparameters, and f; and fy are general functions. Here A can
be interchangeable with its logit transformation [A. This reward requires the tuning
of w1 and wy manually, as opposed to using 7(b[A]) = —H () which does not require
parameter tuning at all. In particular, as we will see in Sec. 4.E and Sec. 4.E, H(\)
addresses both E(\) and ¥(\) simultaneously; H(A) diminishes (i.e. r(b[\]) grows)
when E()) is closer to the simplex corners, i.e. when one category has its probability
close to 1 and the rest close to 0. Also, H()) diminishes the smaller ¥(\) becomes,
which corresponds to smaller epistemic uncertainty.

However, computing H (A;;) requires the PDF value of b[\], according to Eq. (6.76),
thus requiring us to model the distribution of Agy;. This distribution can be either

parametric e.g. Dirichlet or LG, which we will discuss here, or non-parametric such as
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Kernel Density Estimation (KDE). MH provides us with {A}, therefore any distribu-
tion that supports probability vectors can be chosen. On the other hand, JLP limits A
to be LG distributed per definition. Sec. 4.E and Sec. 4.E detail Dirichlet and Logisti-
cal Gaussian distributions for b[A;] respectively in the context of computing entropy.
Sec. 4.E discusses the differences between utilizing both distributions. To simplify no-
tations, all of the variables in these sections are considered at the same time step, so
we drop the time step index. In addition, we use the single-object notation, i.e. A and

C.

Logistic Gaussian For 5[\

One option is to model b[A] as Logistic Gaussian (LG) distributed. This option is sup-
ported by both MH and JLP, as illustrated in Fig. 6.7. This distribution (with PDF as
in Eq. (6.16)) supports probability vectors with conditions presented in Sec. 1.B for -,
thus samples from LG are probability vectors. This distribution does not have an an-
alytical expression for expectation and covariance, and must be computed numerically
or approximated, e.g. via bounds, as we will discuss later.

To compute the parameters from a point cloud of probability vectors, e.g. {A}, we
apply the logit transformation for each A € {\}, and get {{A}. Then, as [y is modeled
Gaussian the LG parameters E(I\) and X(I\) are inferred.

In addition to expectation and covariance, the LG distribution does not have a
closed form solution for its differential entropy. However, LG variable is a transfor-
mation of a Gaussian variable with a known expression for entropy. As such, we can

express the entropy using the following lemma.

Lemma 6.4.1. Let A = [\, ..., \™|T be Logistical-Gaussian distributed, and I\ its logit
transformation as in Eq. (6.14), thus I\ is Gaussian with parameters E(IX) and X(IN).
As such, the differential entropy H(X) is described by:

-1

H()) ) + Z E[IN]
=1
_— (6.78)
log <1+ > e ) P(IN)dIA.
=1
Proof The reverse logit transformation from [\ to A is given by:
I oAt 1 T
= i 1 R i) . i (679)
T4 Ml 77 ] o ymol g7 sl el
Thus, A is LG distributed, and the probability density function is given as:
PO = — . 13l (6.80)

V278 TTE, A
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with 1 € R™1 and ¥ e Rm=Dx(m=1) heing the LG parameters. The term %

is the determinant of the transformation Jacobian, and is denoted as |J(A)|. Thus we
write P()) as:
P(A) = PUN[J(N)], (6.81)

with P(I\) £ P(I\) = P(I\)(u, ¥), and write H()\) as:
H\) = — A P()) - log P(\)dA (6.82)

Then, we transform the integral variable back to [\, as we have a closed form expression
for H(IX\). As |J(\)] is the transformation Jacobian, |J(A)|dA = dIX. From there we

can write the integral in Eq. (6.82) as a function of [A:
H(A) =— /AP(M) TN - 1og(P(IA) - [J(A))dA =
— [ B 1og(®A) - 1I(A))dy =
_ / P(IA) - log(P(IA))diX — / P(I) - log(|J () )dIA =
2 A

H(IN) - /M]P’(l)\) Jog(|J(V)|)dIA.

(6.83)

The term [, P(IX) - log(|J(N)|)dI is positive, as P(I)) is always positive and J(A) > 1,
therefore H(\) < H(I\). Next, we describe log(|JJ(\)|) in as a function of [A:

log |J(A)| =log <Hm %
i=1

m—1
) =— ) log\' —log \"" =
i=1

- nil [log(ew) + log (1 + ””il el)‘j)]
i=1

Jj=1

J=1

o (6.84)
—log(1) + log (1 + Z el’\j) =
m—1 ) m—1 )
—Zl)\l—km-log 1+Zew )
i=1 j=1

Now we plug the above expression for log|J(\)| into Eq. (6.83) and express H(\) as a

function of I\:

H(\) =H(I\)

m—1 m—1 .
+/ P(IA) - [Z IX'—m - log (1 +> eW)] dIX.
12 i—1 j=1

(6.85)

As [,y P(IN)IN'dIN = E[INY], we can simplify the above equation into the form shown in
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Lemma 6.4.1:

=1

H(\) = H(I\) + Z E(IN) m/ log (1+ Z eW) P(IN)dIN. (6.86)

As I is Gaussian, H(I\) = 0.5-1log(2me|Cov(IN)]). The integral in Eq. (6.78) to the
best of our knowledge does not have an analytical solution. One approach is to compute
the entropy numerically from {\} that we already have, but it is computationally
expensive to do so for a large number of candidate classes. Another option is to compute

bounds for the entropy, which are presented in the following lemma.

Lemma 6.4.2. Let A = [\, ..., \™|T be Logistical-Gaussian distributed, and I\ its logit
transformation as in Eq. (6.14), thus I\ is Gaussian with parameters E(IX) and X(IN).
As such, an upper bound for H(X) is given by:

m—1
H(\) < H(N) + Z E(ly") —m - max{0, E(I7")}, (6.87)
=1 !
and similarly a lower bound is given by:

m—1
H(\) >H(IA) + Y E(ly)
i=1

(6.88)
. maz
—m - max{0,E(l7")} —mlogm — /42—,
[ 271'
where o} = £ max; i (IN) is the largest value element in the covariance of .

Proof Upper Bound

Let us look at the integral in Eq. (6.86). The term log (1 + Z;ﬂ 11 N ) can be bounded

from below by:

m—1 ) ) ]
log (1 + Z eD‘]) > log(max{1, e }) = max{0, I\'}. (6.89)

Substituting the above equation to Eq. (6.86) yields the following inequality:

m—1
H\) < H(IN) + > E(IN) —m / max{0, 1A'} - P(IN)dI. (6.90)
i=1 ot
The integral term is similar to the expectation definition for [\;, except that it considers
only positive [)\;, making the resulting value from the integral larger than E(l);). For

the next step, we consider the case where there is at least a single E[IA'] > 0, and the
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case where for all 4, E[I\] < 0. Considering both cases we can write:

Jiy max; {0, 1IN} - P(IN)dIA > 0 E(INY) < 0: Vi
Jy max; {0, 1IN} - P(IN)dIA > max E(INY)  JE(INY) > 0.
Considering both cases:

/ max{0, A"} - P(IN)dI\ > max{0, EI\'}. (6.91)
X ?

Finally, we can substitute the above expression into Eq. (6.90) and get the expression

in Lemma 6.4.2:
H(\) < H()) + mi E(INY) — mmax{0,E(I\)}. (6.92)
=1

Lower Bound

Let us look again at the integral in Eq. (6.86). This time, the term log (1 + Zm_ll el’\j)

can be bounded from above by:

log (1 + Z e ) <log maX{m mew}) =

max{0, A"} + log(m).

(6.93)

Now, we substitute the above inequality into Eq. (6.86), and we get the following

expression:
m—1 )
H(\) < H(IA) + > E(IX') — mlog(m) —m / max{0, I} - P(IN)dI. (6.94)
i—1 2.

This time we look for an upper bound for [, max;{0,I\"} - P(I\)dI\. Let us consider

that:
0o [\ _<W>2 y,maz
T dIN = Zii (- 6.95
0 \/ﬂ V 271' 27 (6.95)

where ¥;; is the element (7,7) in the diagonal of matrix ¥, and 7" is the largest
element of 3. Then we can bound [}, max;{0,I\"} - P(I\)dIX by:

Sy maxi{0, I} - PIN)dIA </ Zi— E(INY) < 0: Vi
Ji max;{0, I} - P(IN)dIA < max E w') /25 3E(IN) >0,

From the above equation, we reach:

Ema:c

/ mac{0, 1N} - PUA)IA < max{0, E(QX)} + /2,
I\ ? ™

(6.96)
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and by substituting into Eq. (6.86), we reach the lower bound presented in Lemma
6.4.2:
m—1 )
H(\) >H(IA) + Y E(ly)
=1 (6.97)

—m - max{0, E(l7")} — mlogm — ”02‘22‘7'

One can observe from the upper bound that H(I)\) is necessarily larger than H(\)
as [y is not subjected to the probability vector constraints, thus E(lvi) can be negative
for every i and Y27 E(Iy') — m - max; {0, E(17")} is necessarily non-positive.

Fig. 6.8 presents the entropy values of b[\] as a function of its LG parameters E(I\)
and Var(l)\) in the case of two candidate classes. As it has a single degree of freedom,
two parameters can fully describe the distribution. The figure shows that the farther
E[I)] is from zero, i.e. the closer E[A!] to either one or zero, the smaller the entropy gets
in general. The effect is more pronounced in the case where Var(I\) is small. If we aim
to minimize entropy during planning, the robot will aim to reach regions where E[)] is
close to the edges of the simplex, and have smaller posterior epistemic uncertainty.

The scenarios presented in Fig. 6.2 correspond to the following cases in Fig. 6.8:

o The unknown-unknown case (Fig. 6.2a) corresponds to E(I\) close to 0, and large

Var(I\) , i.e. the upper central part of Fig. 6.8.

o The known-unknown case (Fig. 6.2b) corresponds to E(I\) close to 0, and small

Var(I\), i.e. the lower central part of Fig. 6.8.

o The known-known case (Fig. 6.2c) corresponds to E(I\) with large absolute value,

and small Var(I\), i.e. the lower areas at the sides.

o The uncertain classification case (Fig. 6.2d) corresponds to E(I\) with large ab-

solute value, and large Var(l\), i.e. the upper areas at the sides.

Dirichlet Distribution For b[)\]

The other option assumes b[\] is Dirichlet distributed, which is supported only by MH,
as illustrated in Fig. 6.7. This distribution is a natural representation of distribu-
tion over probability vectors in which samples necessarily satisfy all the conditions of
probability vectors presented in Sec. 1.B.

The Dirichlet distribution is parametrized by a parameter set o £ {a1,...;am}, and
the PDF is:

Dir(\;a) = B(la) [T, (6.98)
=1
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E[IN]

Var(l)\)

Figure 6.8: Entropy of a one dimensional Logistical Gaussian that corresponds to two dimensional probability
vector . The z and y axis represent E(lv) and Var(ly) respectively. Blue to yellow colors correspond to low to
high entropy.

with A? being the i-th class probability. B(a) is a normalization constant defined as

'y H 1li=1"\") F(az)

B(a) = T (ao)

, (6.99)

where I'(-) is the Gamma function and ag = 3.7 o; for shorthand.

Recall that in MH b[A] is maintained via maintaining each Ay, € {A\y}wew as in
Eq. 6.22 and Eq. 6.32. Dirichlet’s distribution parameters, given {\}, can be estimated

in an iterative manner as follows [117]:

m

afo") = Z old) +log A, (6.100)

where log A £ |W| log \!,, and #(-) is the digamma function. The following expression

shows the entropy of the Dirichlet distribution given « parameters:
H(X) = log B(a) + (ap — m)tp(an) — (s — 1)ip(as). (6.101)

The term B(«) needs to be numerically computed. While it is not an analytical solu-
tion, the computation is significantly faster than computing differential entropy using

samples.

This entropy takes the maximal value when «; = 1, Vi, and at the “edges” of
the distribution, where a single parameter is much larger than the others, the entropy
is the lowest. If one of the parameters is zero, then H(\) = —oo, as ¥(0) = —oo.
This behavior of entropy can be observed in Fig. 6.9 that shows an example for a two

dimensional distribution.
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The scenarios presented in Fig. 6.2 correspond to the following cases in Fig. 6.9:

o The unknown-unknown case (Fig. 6.2a) corresponds to a; and «ay that are close
to 1, i.e. the central part of Fig. 6.9.

o The known-unknown case (Fig. 6.2b) corresponds to a’s with large and similar

values, i.e. the upper right part of Fig. 6.9.

o The known-known case (Fig. 6.2c) corresponds to the case where one « is sig-
nificantly larger than the other, and larger than 1, i.e. left or bottom areas of
Fig. 6.9.

o The uncertain classification case (Fig. 6.2d) corresponds to the case where one «
is not significantly larger than the other, i.e. the areas between the high and low

entropy in Fig. 6.9.
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Iog(al)

=
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Figure 6.9: Entropy of a two dimensional Dirichlet distribution as a function of log of parameters. Blue to
yellow colors correspond to low to high entropy values.

Comparison Between Dirichlet and Logistic Gaussian

When considering the reward H(\) we have to consider two steps:

1. Computation of b[A] parameters; With MH we maintain separately Ay, € { Ay }wew
and subsequently describe b[A] using {{\y, }wew }- As such, to compute H()) we
must assume a distribution for b[A] and infer its parameters. JLP on the other
hand limits b[A] to be LG distributed.

2. Calculation of H () to use as a reward function for planning, either via numerical

computation, or by using bounds.
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Figure 6.10: This figure presents a comparison between Dirichlet and Logistical Gaussian (denoted LG) in
terms of computational time, entropy, and log-likelihood values. (a) presents a computational time comparison
between Dirichlet and LG for inference as a function of probability vector dimension. Similarly (b) presents
a computational time for entropy computation, both for numerical and upper bound. (c) presents a value
comparison between the different entropy computations. Note that in (b) and (c¢) the plots are given the
parameters calculated for (a). (d) presents an entropy value comparison between distributions with different
expectations with a fixed covariance; Similarly, (e) presents an entropy value comparison between distributions
with different covariance value with a fixed expectation.

We remind that this discussion is relevant for H(\) computation for MH, as in JLP A
is LG distributed by definition.

Parameter inference for Dirichlet is faster than for LG although the process is
numeric. On the other hand, LG is more expressive; For m classes, Dirichlet distribution
has m parameters, while LG has m — 1 parameters for E(I)\), and %_1)
for ¥(I\), totaling in (1 + %) - (m — 1) parameters.

parameters

LG does not have an analytical solution for computing entropy, and its numeric
computation is slower than Dirichlet’s. On the other hand, computing bounds of en-
tropy for LG is comparable in terms of computational effort to computing Dirichlet
entropy. One must note that while Dirichlet is less computationally expensive than
LG, when MH with Dirichlet and JLP are compared, JLP is still computationally
much more efficient.

Fig. 6.10 presents a comparison between the two distributions in terms of computa-
tional effort and value of the entropy. In all figures, the x-axis is number of candidate
classes, and for each, a dataset of 1000 class probability vectors was sampled. Fig. 6.10a
presents the measured time of parameter computation, clearly showing an advantage
for Dirichlet distribution for high dimensional probability vectors despite the param-
eter computation process for Dirichlet distribution containing functions that must be
numerically computed.

Fig. 6.10b presents the computational time of the entropy, for numerical computa-
tion for both LG and Dirichlet, and the bounds for LG(computation time is identical
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both for upper and lower bounds; thus only upper bound is shown). Here entropy
computation for Dirichlet holds a significant advantage over numerical computation of
entropy for LG, and the bound computation time is comparable to Dirichlet.

Fig. 6.10c presents entropy values for Dirichlet, numerical LG, lower and upper
bounds for LG. In general, the upper bound tends to be close to the numerical solution
for fewer candidate classes. In addition, entropy for Dirichlet distribution tends to be
higher.

In Fig. 6.10d the number of candidate classes is fixed to two, i.e. the dimension of
I\ is RY; The covariance (1)) is fixed at 3, and E(I)\) goes from 0 to 20. In this figure
the entropy value monotonically decreases when increasing E(I\). The lower bound is
tighter between the two bounds as E(I\) increases.

In Fig. 6.10e E(I)) is fixed instead at E(I\) = 3 and X(I\) varies between 0 and
10. We can see that the entropy value increases with the increase in (1)), but the
bigger effect is for LG compared to Dirichlet distribution. The upper bound is tighter
at lower E(I\) values, while the lower bound is tighter for higher values.

One may ask: which distribution should be used? For JLP, as mentioned previously,
we are limited to LG. For MH, the tradeoff is between distribution expressiveness and
computational effort; While Logistical Gaussian is more expressive because of a larger
number of parameters, the computation effort is significantly higher than for Dirichlet
distribution. Also, Dirichlet distribution, unlike the Logistical Gaussian, can manage

a very small number of probability vector samples.

6.5 Simulation and Experiments

We evaluate our approaches for semantic SLAM inference and planning in simulation
(Sec. 5.B) and an experiment (Sec. 5.C) over the Active Vision Dataset scenario Home-
3-01 [113], with viewpoint dependent classifier uncertainty models trained using the
BigBIRD dataset [118]. We considered environments with multiple spatially scattered
objects, and the robot’s task is to accurately classify them while localizing. Our imple-
mentation uses the GTSAM library [107] with a Python wrapper. The hardware used
is an Intel i7-7700 processor running at 2.8GHz and 16GB RAM, with GeForce GTX
1050Ti with 4GB RAM.

5.A Compared Approaches and Metrics

We consider three approaches for inference and planning: our MH and JLP methods
with the corresponding MH-BSP and JLP-BSP, and an approach that does not consider
model uncertainty, denoted as Without Epistemic Uncertainty (WEU). In this approach
we maintain a single hybrid belief and use it for inference and planning, similar to
approaches presented in [95] and chapter 3.

We require a metric to evaluate classification where a completely incorrect clas-
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sification would not result in infinite error, unlike cross entropy loss. Therefore, our
approach is evaluated for classification accuracy using the Mean Square Detection Error
metric (MSDE, also used by Teacy et al. [15] and Feldman & Indelman [16]). Given
b[Ak], MSDE is defined as follows:

MSDE & %Z (Mot — E(A;;))Q : (6.102)
=1

where )\f;t is the ground truth probability of the object being of class ¢ = i, and is equal
to 1 if the object is class ¢ and 0 otherwise. For a completely incorrect classification
MSDE < 1, ideal classification MSDE = 0, and for classification results where all

m—1
m2 °

class probabilities are equal, MSDFE =

5.B Simulation
Simulation Setting

We consider a closed set setting and assume, for simplicity, that the number of classes
m = 2, i.e., each object can be one of the two classes. The camera senses objects up to
10 meters distance, with an opening angle of 120°. We choose two sets of models for
the simulation; The first is a model that satisfies Lemma 6.3.1, and the second does
not to show the effect of using JLP with such models. The baseline MSDE score for
m = 2 where all class probabilities are equal is MSDE = 0.25.

Inference: Single Run

The setting for this comparison is an environment with 5 objects; These object are
placed within the environment, which is presented in Fig. 6.11 along with the ground
truth trajectory. The robot passes through an area in which the objects have classifi-
cation scores with high degree of epistemic uncertainty. Normally, with methods that
do not consider epistemic uncertainty, classification results will have a high chance of
being incorrect, but our approach provide more accurate results as it considers epis-
temic uncertainty. Denote i as the relative orientation between the object’s orientation
(chosen during the classifier uncertainty model training) and the camera’s pose. We

simulate a classifier model that considers the following cases:
1. The classifier differentiates well between classes with low epistemic uncertainty,
P =0°.
2. The classifier does not differentiate well between the two classes, ¢ = 90°, 270°.

3. The classifier differentiates between classes well, but with high epistemic uncer-
tainty, ¥ = 180°.

As such, ¢ = (0° is the relative orientation where the best classification with the lowest

uncertainty is expected (corresponding to the blue cone in Fig. 6.11 that represent
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this relative orientation), and ¢ = 180° is the relative orientation that most prone
to classification errors when not considering epistemic uncertainty. Considering the
specific ground truth trajectory for the presented scenario, objects 1 and 2 represent
case 3; as such, we expect our approaches to infer the correct class within a large
number of steps because of the uncertainty. Object 3 represents case 1, and as such
when it is observed the classification will be accurate on the first view. Objects 4 and 5
represent case 2, where classification is difficult as the model doesn’t differentiate well
between the classes of those objects. The object ground truth classes are ¢ = 1 for
objects 1, 2 and 5, and ¢ = 2 for objects 3 and 4.

o3
0. ot N

—21 {)2

Y axis [m]

0 5 10
X axis [m]

Figure 6.11: The ground truth of the scenario in Sec. 5.B. The red dot represents the robot’s starting point,
with the red curve being the path. The green dots represent the objects’ location with the corresponding object
labels. The green line represents the object orientation, with the yellow line present 90° of that orientation.
The blue cones represent the observation viewpoints in which the classifier identifies the object class well with
low uncertainty, i.e. case 1.

A visualization of the models presented can be seen in Fig. 6.12.

0 90 180 270 360 0 90 180 270 360
yldeg] yldeg]
(a) P(v¢Tte=1,9) (b) P(v*=1|c = 2,4)

Figure 6.12: A visualization of the classifier uncertainty model used in Sec. 5.B. We present the value of
P(v=1|c, z"¢!) = P(y°=1|c,9) as a function of relative orientation 1 and v°=1 value, for classes ¢ = 1 and ¢ = 2
in (a) and (b) respectively. Blue and yellow colors correspond to low and high PDF values respectively.

We consider noisy geometric measurements of relative pose, and cloud point se-

mantic measurements, i.e. the classifier gives {7} per each object, sampled from the
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classifier uncertainty model. We use a classifier uncertainty model with the following

function for expectation (see Eq. (6.15)):

1 1
hczl(xrel) =3 cos(2- 1) + 3

1 1 (6.103)
he=s(z") = 3 cos(2-¢) — >
and the following parameter for root-information:
Re=1(2") = Re—a(2™) = 1.4 4 0.6 - cos(v), (6.104)

Subsequently, the covariance parameter from Eq. (6.15) in the two class case is com-

Se(a") = \/Rc(ird). (6.105)

With the covariance parameter being equal, the presented model satisfies the assump-

puted as follows:

tion of Lemma 6.3.1, allowing us to use the JLP approach.

Fig. 6.13 presents MSDE results for each object separately. We perform inference
with MH with a different number of hybrid beliefs, and compare it to JLP and WEU.
With MH and JLP, the class of objects 1 and 2 is inferred using multiple observations,
eventually inferring the correct class. The class of object 3, once seen, is quickly
and accurately inferred. The class of objects 4 and 5 remain ambiguous (MSDE of
approximately 0.25) because they are observed from viewpoints that correspond to
case 2. In general, MH in Fig. 6.13a-6.13d tends to present smoother results the more
hybrid beliefs are used, and also compared to JLP in Fig. 6.13e where for each time step
the entropy must be computed numerically from new A samples. WEU in Fig. 6.13f
shows that objects can be classified incorrectly if not considering epistemic uncertainty,
such as object 4, as shown in the figure.

As a summary, Fig. 6.14a presents average MSDE results for all the objects com-
bined, showing that epistemic uncertainty aware approaches outperform WEU, while
MH with 10 beliefs and JLP perform similarly. Fig 6.14b presents a computation time
comparison between WEU, JLP and MH for different number of hybrid beliefs. From
this figure, we can see that JLP is comparable to WEU, with MH being significantly

more computationally intensive as the number of the simultaneous beliefs increase.

Inference: Statistical Study

In this section we perform a Monte-Carlo study to compare between MH, JLP, and
WEU. We run the simulation 10 times and present results for MSDE and computational
time. The setting for this comparison is an environment with 5 objects with randomized
poses, with examples presented in Fig. 6.15. Otherwise, we use the same setting and

classifier uncertainty model as in Sec. 5.B.
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Figure 6.13: (a), (b), (c), and (d) show MSDE results per time step for MH per object, each in a different
color, for 5, 10, 25, and 100 respectively. (e) shows MSDE results for JLP. (f) shows MSDE results for WEU
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Figure 6.14: (a) compares MSDE to time step between MH in red, JLP in blue, and without uncertainty in
green. (b) compares run-time per inference step between realizations of MH with different number of hybrid
beliefs in red, JLP in black, and WEU in green.
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Figure 6.15: Examples of a sampled environment in which the inference is performed. The red trajectory is
the robot path. The green dots denote the objects, numbered O1 to O5. The green and yellow lines represent
their orientation, 0° and 90° respectively.
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We present MSDE statistical results in Fig. 6.16a, with one ¢ uncertainty. While
MH and JLP perform similarly, both outperform the approach that does not consider
epistemic uncertainty, especially in cases where the camera goes through areas that
correspond to ¥ = 180°. Fig. 6.16b presents run-time results for the algorithms. Ex-
pectedly, as the number of simultaneous beliefs increase for MH, the algorithm runs
slower. JLP is comparable to maintaining a single hybrid belief in this case, demon-

strating that it is more practical when the conditions of Lemma 6.3.1 are satisfied.

Time [s]

1 — weu ] ] ] P
0.00 5 10 15 20

0 5 10 15 20 Time step
Time step

(a) (b)

Figure 6.16: (a) compares MSDE to time step between MH in red, JLP in blue, and without uncertainty
in green. The transparent colors correspond to the respective plot in one ¢ value. (b) compares run-time per
inference step between realizations of MH with different number of hybrid beliefs in red, JLP in black, and WEU
in green.

Inference: Joint Lambda Pose Assumption

One may consider the ramifications of using JLP with models that don’t satisfy Lemma
6.3.1; The most straightforward result is that MH and JLP results don’t coincide with
each other, and that may result in either erroneous or overconfident classification (i.e.
large values of E(IA) and/or too small values of X(I))).

This time, the classifier model uses the following parameters; For expectation:

Bee1(z") = 0.3 - cos(2 - 1) + 0.3

(6.106)
he—s(x") = —0.3 - cos(2 - ¢) — 0.3,

and the following parameters for root-information:

rel\ __ .
3_L4+Q60%W0 (6.107)
rely = 1.4 — 0.6 - cos(t).

c 1($

R
Rc 2(1‘
The goal is creating opposing (1)) for the two classes, such that Lemma 6.3.1 does not
hold and may result in inaccurate classification while using JLP. Fig. 6.17 presents a
visualization of the model. Specifically, the problematic areas are around 1 = 0° where
the models actually predict that when v°=! > 0.8 the likelihood is actually higher for

¢ = 2, and vice-versa when 1) = 180° when v*=2 > 0.8 predicts a higher likelihood for
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Figure 6.17: A visualization of the classifier uncertainty model used in Sec. 5.B. We present the value of
P(v°=1|c, %) as a function of relative orientation v and v°=! value, for classes ¢ = 1 and ¢ = 2 in (a) and (b)
respectively. Blue and yellow colors correspond to low and high PDF values respectively.

Fig. 6.18 presents the PDF values of Iy, and £§ with and without JLP assumption
at ¢ = 0°. Here ly;, ~ N(0.6,0.25), coinciding with the classifier uncertainty model
parameters of class ¢ = 1. In this figure the difference between the approximation
and real £ are evident, with the approximated L} risking a larger chance of incorrect

classification as the area below 0 is larger than that for the real £3.

I Real
[0 Approximated
| v value

PDF value

-5 -2.5 0 2.5 5
Likelihood value

Figure 6.18: An approximate PDF value graph for JLP assumption where ¢ = 0° The yellow area represents
the distribution of Iy, the red area represents £ PDF when JLP assumption is used, and the blue area
represents the real PDF of L£7.

In this scenario we use the same setting we used at Sec. 5.B, 5.B, and 5.B. and
compare the MSDE scores in Fig. 6.19. For Fig. 6.19a and 6.19b we use the scenario
from Sec. 5.B. In Fig. 6.19a MSDE results for MH with 100 hybrid beliefs are shown
as the most accurate, where objects 1 and 2 have more accurate classification than the
rest. Fig. 6.19b presents MSDE results for JLP, where we see significantly less accurate
results. Finally, we perform a statistical study with 5 random object locations of 10
runs as in Sec. 5.B, comparing between MH with 10 hybrid belief, JLP, and WEO,
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and see that statistically the difference between MH and JLP is not large even without
Lemma 6.3.1 holding, as opposed to the specific run from Figs. 6.19a and 6.19b.

1.0 1.0 0.40
0.35 pLp
0.8 0.8 MH
0.30 — WEU
0.6 0.6

0.2 = 0.2 N
~ .
0.0 Q 0.0 e P 0.00
5 10 15 20 5 10 15 20 5 10 15 20
Time step Time step Time step
(a) MH 100 hybrid beliefs (b) JLP (c) Average MSDE

Figure 6.19: (a) shows MSDE results to time step per object for MH with 100 hybrid beliefs which we
consider most accurate, while (b) shows JLP results for MSDE. (c) is a statistical study that compares between
average MSDE over all objects for WEU in green, JLP in blue, and MH in red. The line corresponds to MSDE
expectation and the colored area to one o range.

Empirical Analysis of Entropy Reward

First, we present how the reward function of entropy over b[\] as in Eq. (6.76) be-
haves from different relative viewpoints using the classifier model presented in Sec. 5.B
Fig. 6.12. Around a single object, as seen in the ground truth Fig. 6.20, we have a robot
placed in different initial points. From each point, the prior P()\g) is LG distributed
with parameters = 1.218 and ¥ = 1.219. We compute sampled rewards for perform-
ing a candidate action for each initial position that takes the robot close to the target;
Each starting position is denoted with a number index. We show results for both MH
and JLP in term of predicted —H (A1) values, compared to the value of —H ()\g), which
for the selected parameters for P(\g) is 0.434.

4{§f/.6/.7
SR A

ol — o1 —

Y axis [m]
°

021 a6 10
041 x5 aa l13 N2 Nl

0 2 4 6 8 10
X axis [m]

Figure 6.20: Ground truth of robot initial positions relative to the object at the center. Initial positions and
corresponding paths are shown in red, the object position in green, and the orientation green and yellow.
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Fig. 6.21 and 6.22 present two dimensional simplexes for predicted future b[A1]. In
each sub-figure from those figures there are 50 predicted realizations of b[\;] created
from sampled measurements. Fach sub-figure represent a different viewpoint. Recall
the classifier models at Fig. 6.12, at ¢ = 0° the epistemic uncertainty is the lowest,
with high degree of separation between the models. This is reflected in Fig. 6.21a and
6.22a, where the predicted P(\g) is the closest to the edges of the simplex. At 1) = 90°
and ¥ = 270°, corresponding to Fig. 6.21c, 6.21e, 6.22c, and 6.22e, the classifier model
cannot differentiate between the classes, and that is reflected by the simplexes that
stay close to the prior. Fig. 6.21b, 6.21f, 6.22b, and 6.22f present the case in which
¥ = +20°, a middle-of-the-road case between ¥ = 0° and ¢ = 90°. At ¢ = 180°
the separation is large, but the epistemic uncertainty is high. As such, Fig. 6.21d and

6.22d present a case where the plots are close to the edges, but with large epistemic

uncertainty.
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(d) ¥ = 180° (e) v = 270° (f) v = 340°

Figure 6.21: 2D simplexes of b[A1] realization created from measurement samples for MH. The z axis is the
value of /\‘13:1, while the y axis is b[/\le]. Each figure contains multiple plots with low opacity.

Fig. 6.23 and 6.24 present the rewards for each viewpoints within the scenario, with
the red dot corresponding to the objective function, and the blue dot corresponding
to —H (o), for MH in 6.23 and JLP in 6.24. Both figures present a similar behavior
of the reward; The highest rewards are around 1 = 0°, i.e. indices 1,2 and 16 where
the epistemic uncertainty is the lowest. On the other hand, he lowest rewards are for
1) = 180° where the epistemic uncertainty is the highest. For ¢ = 90, 270°, the reward
stays close to —H (\g). Therefore, to get the highest reward in planning, the robot must
travel to zones where the relative viewpoint is close to v = 0°. Note that different class
hypotheses for the object produce different predicted b[A;] and therefore —H (), as

evident by the fact that at some viewpoints the reward was split to two ”clusters”.
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Figure 6.22: 2D simplexes of b[A1] realization created from measurement samples for JLP. The z axis is the
value of )\le, while the y axis is b[)\fle]. Each figure contains multiple plots with low opacity.
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Figure 6.23: Rewards as a function of scenario and action index, logarithmic scale, MH. The black dots
represent the rewards, the blue dots represent —H (o).
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Figure 6.24: Rewards as a function of scenario and action index, logarithmic scale, JLP. The black dots

represent the rewards, the blue dots represent —H (o).

Planning: Single Object

Next, we simulate a planning scenario of a single object using EUS-BSP. Relative to the
object, there is an area with low epistemic uncertainty and high separation between
classes, represented as a blue cone in Fig. 6.25a. We compare between two reward
functions for planning. R; is the negative of the entropy of A as defined in Eq. (6.76),
while Rj is the entropy of £(\) as defined in Sec. 4.D. For a future belief b[A\xy1]:

Ry = —H(Mey1)

(6.108)
Ry = —H(E(\}41))

For both reward functions we use MH-BSP and JLP-BSP. We use only Ry for WEU
as Ry is not applicable because it does not consider epistemic uncertainty, while Ra
can use the posterior class probability as E(A7, ;). Optimally, the robot would plan
to go through the high separation low uncertainty zone. We have five possible motion
primitives, as represented in Fig. 6.25b with a vision cone of 120° emanating from the
camera. We explore the planning decision tree using Monte Carlo Tree Search with a
horizon length L = 10 at each step, then perform the action with the highest reward.
The setting for the classifier model, viewing radius and angle, motion, and geometric
noise are the same as in the inference simulation. We use 10 hybrid beliefs for M H.
The trajectory length is 20 time steps.

Fig 6.26 presents the ground truth trajectories calculated by performing planning
over Ry and Ry both for JLP-BSP and MH-BSP, and planning for Ry for WEU. It is
evident that the epistemic-uncertainty-aware methods seek to pass near the blue-cone
area for more accurate classification with lower epistemic uncertainty. Methods that

plan over R; tend to pass through the cone.
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Figure 6.25: (a) is the ground truth of the scenario in Sec. 5.B. The red dot represents the robot’s starting
point. The green dots represent the objects’ location with the corresponding object labels. The green line
represents the object orientation, with the yellow line present 90° of that orientation. The blue cones represent
the observation angles in which the object are classified most accurately with the lowest epistemic uncertainty.
(b) presents the five motion primitives in the scenario. The red dot represents the origin point, the black arrows
the possible actions, and the blue cone is the field of view after the action.
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Figure 6.26: This figure presents the ground truth of a planned trajectories. (a) for planning over R; for
MH-BSP (purple) and JLP-BSP (black). (b) for planning over Ry for MH-BSP (red) and JLP-BSP (blue). (b)
for WEU (green). All are for the multiple object scenario. The object is shown in a green dot, with the green
line representing the object orientation, with the yellow line present 90° of that orientation. The blue cones
represent the areas where observations have the lowest epistemic uncertainty.
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The behavior presented in Fig 6.26 is reflected in Fig. 6.27 where the values of H ()
are shown as a function of time during inference after the corresponding action has been
performed. The values of H(\g) correlate to the epistemic uncertainty. Evidently,
planning over R; yields lower epistemic uncertainty for both MH-BSP (Fig. 6.27a) and
JLP-BSP (Fig. 6.27Db).
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Figure 6.27: H(A2o) values for MH (a) and JLP (b) as a function of the time step. In (a), the purple and
red plots represent R1 and Ra respectively, and similarly in (a) , the black and blue plots represent R; and Ro

respectively.

Fig. 6.28 presents MSDE results for all the methods, split into results for MH in
Fig. 6.28a and for JLP in Fig. 6.28b, both showing comparison to WEU in the green
plot. WEU performs significantly worse in this setting than all the other methods.
When comparing planning over R; and Ry, the first presents better results than the
latter for both JLP and MH.

0 5 10 15 20 0 5 10 15 20
Time step Time step

(2) (®)

Figure 6.28: MSDE values as a function of time step for MH (a) and JLP (b), compared to WEU. In (a), the
purple and red plots represent R; and Rg respectively, and similarly in (a) , the black and blue plots represent
R1 and Ry respectively. WEU is represented in both figure with a green plot.

Fig. 6.29 presents the results at time & = 20 for all methods as a bar graph with
error margins for the ground truth class. We can compare the entropy from Fig. 6.26
and MSDE from Fig. 6.28 with the bar graphs, with lower entropy values resulting in

smaller posterior epistemic uncertainty. Similarly, lower MSDE values result in a more
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“certain” result in the bar graph, as we can see for methods that plan over R;.
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Figure 6.29: Probability of the object being class ¢ = 2 (ground truth) for our methods at time k& = 20. We
compare planning over Ry and Ro, JLP-BSP, MH-BSP, and WEU. Purple and red for R; and R respectively
using MH-BSP, black and blue for using for R; and Ra respectively using JLP-BSP, and green for WEU.
The one o deviation is represented via the black line at each relevant bar, and represents the posterior model
uncertainty.

In Fig. 6.30 we perform computation time comparisons between WEU, MH-BSP
and JLP-BSP. The significant advantage in computational time for JLP-BSP is evident
against MH-BSP, and while WEU is lower still, JLP-BSP also opens the possibility of

reasoning about epistemic uncertainty.
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Figure 6.30: This figure compares run-time per inference step between realizations of MH with 5 hybrid beliefs
in red, JLP in black, and WEU in green.
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Planning: Single Run, Multiple Objects

We simulate a planning scenario of 9 objects, where they formed in a way that there are
3 zones of low uncertainty high expected classification scores, as shown in Fig. 6.31a.
Reward function R; is now modified to include a cap of R4 = 5 per object to to
encourage exploration and classification of all objects in the scene. We modify Ry and
Ry to include all objects by summing the entropy of each marginal Ax1 per object. All

in all, the explicit expression for the cost functions for a future b[\g] is:
Ry =) min(—H(A11), Rmaz)

° (6.109)
Ry ==Y H(E(A\{11))
P
Optimally, the robot would plan to go through all three zones to achieve accurate
classification of all objects. As in Sec. 5.B, We have five possible motion primitive, as
presented in Fig. 6.31b with a cone of vision of 120° emanating from the camera. We
use MCTS for a horizon L = 10. We use 10 hybrid beliefs for MH-BSP. The trajectory
length is 20 time steps. As in the previous section, we plan for Ry with MH-BSP and
JLP-BSP, and for Ry with MH-BSP, JLP-BSP, and WEU.
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Figure 6.31: (a) is the ground truth of the scenario in Sec. 5.B. The red dot represents the robot’s starting
point. The green dots represent the objects’ location with the corresponding object labels. The green line
represents the object orientation, with the yellow line present 90° of that orientation. The blue cones represent
the observation angles in which the objects are classified most accurately with the lowest epistemic uncertainty,
with 3 overlapping areas as low epistemic uncertainty areas. (b) presents the five motion primitives in the
scenario. The red dot represents the origin point, the black arrows the possible actions, and the blue cone is the
field of view after the action.

Fig. 6.32 presents the trajectories created for all the methods. The ones that plan
over Ry create trajectories pass closer to the overlapping low uncertainty areas from
Fig. 6.31a, resulting eventually in more accurate classification compared to planning
over Ry for all methods, especially WEU.

Fig. 6.33 presents a comparison for H()) at the inference phase, when comparing
planning over Rj, and Rs for MH-BSP in Fig. 6.33a and JLP-BSP in Fig. 6.33b. In both

figures planning over R; yields lower entropy, correlating to lower epistemic uncertainty.
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Figure 6.32: This figure presents the ground truth of a planned trajectories. (a) for planning over R; for
MH-BSP (purple) and JLP-BSP (black). (b) for planning over Ry for MH-BSP (red) and JLP-BSP (blue). (b)
for WEU (green). All are for the multiple object scenario. The object is shown in a green dot, with the green
line representing the object orientation, with the yellow line present 90° of that orientation. The blue cones
represent the areas where observations have the lowest epistemic uncertainty.

The effect is more noticeable for MH-BSP than JLP-BSP.
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Figure 6.33: H()\29) values for MH-BSP (a) and JLP-BSP (b) as a function of the time step. In (a), the
purple and red plots represent R; and Ra respectively, and similarly in (a) , the black and blue plots represent
R; and Ra respectively.

Fig. 6.34 presents MSDE results for all the methods, split into results for MH-BSP
in Fig. 6.34a and for JLP-BSP in Fig. 6.34b, both showing comparison to WEU in the
green plot. As in Sec 5.B, planning over R; slightly outperforms planning over Rs,
with WEU lagging far behind.

Fig. 6.35 presents a bar-graph with error representation of the classification results
at time k£ = 20 for all objects. In general, planning over R; tend to have more accurate
classification compared to planning over Ry with lower uncertainty. On the other hand,
WEU tends to go towards extremes of class probabilities 0 or 1, whether it is the correct
class or not.

In Fig. 6.36 we present the computational time per step for all our approaches using
Ry reward function. For MH-BSP, we used 10 hybrid beliefs. This figure shows that
JLP-BSP is slightly faster than WEU while also reasoning about posterior epistemic
uncertainty, because the number of states in JLP-BSP scales linearly with the number
of objects and candidate classes, as opposed to exponentially with WEU and MH-BSP.
As in Sec. 5.B, JLP-BSP is significantly more computationally efficient than MH-BSP.
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Figure 6.34: Single-run study for multiple object scenario study for MSDE comparing planning over R; and
Ry for MH-BSP ((a)) and JLP-BSP ((b)), and WEU.
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Figure 6.35: Probability of the objects being ground truth class for our methods at time k = 20 for all
objects. We compare planning over R; and Rg, JLP-BSP, MH-BSP, and WEU. Purple and red for Ry and R2
respectively using MH, black and blue for using for R; and Rg respectively using JLP-BSP, and green for WEU.

The one o deviation is represented via the black line at each relevant bar, and represents the posterior model
uncertainty.
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Figure 6.36: This figure compares run-time per inference step between realizations of MH-BSP with 5 hybrid
beliefs in red, JLP-BSP in black, and WEU in green.
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Planning: Statistical Study

For the statistical study, we randomly corrupt geometric and semantic measurements
with noise. We use the scenario from Sec. 5.B, using R;, and Ry with JLP-BSP, and
compare it to WEU. We perform 10 iteration, each with a planning horizon L = 10,
and present results for entropy and MSDE. Each run was performed to 20 time-steps.

Fig. 6.37 presents the statistical results for the sum of the entropy in Fig. 6.37a, and
the MSDE results in Fig. 6.37b, with the colored areas representing one o deviation.
All in all, planning over R; performs better over planning over Ry for JLP-BSP, with
lower entropy and MSDE. In addition, MSDE results compared to WEU are vastily

superior for epistemic-uncertainty-aware methods.
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Figure 6.37: Statistical study for the scenario in Sec. 5.B (a) Presents an comparison for the sum of entropy
over all objects between trajectories for R and Rz as a function of time step for MH-BSP. (b) presents an
MSDE comparison between MH-BSP, JLP-BSP, and WEU as a function of time step. In both, the line represent
the statistical expectation, while the colored area represents a one o deviation.

5.C Experiment
Setup

For the experiment, we consider a myopic planning scenario in a semantic SLAM set-
ting, using Active Vision Dataset (AVD) [113] Home 005 with example images presented
in Fig. 6.38. In this scenario, the objects are grouped to two groups, one on a table
near the window back-lit by sunlight as seen in Fig. 6.38a, and another on the kitchen
counter seen in Fig. 6.38b. We perform planning for a 20 time step trajectory, at each
step performing myopic planning. We aim to compare between JLP-BSP and WEU for
classification accuracy using MSDE (6.102), differential entropy representing epistemic
uncertainty, and computational time. The reward functions R; and Ry are identical to
those presented in Eq. (6.109).

We consider five candidate classes: "Packet”, "Book Jacket”, "Pop Bottle”, "Digital
Clock”, and ”Soap Dispenser”. For each class, we trained classifier uncertainty models

using images from BigBIRD dataset [118], with example images presented in Fig. 6.39.
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(2) (b)
Figure 6.38: [Experiment: example images with bounding boxes.]Example images of the Active Vision Dataset,
home 005. The red boxes represent the bounding boxes for the objects, and the notation Ox represent the x’th
object.
For classification, we used VGG convolutional neural network [2] with dropout activated
during test time. The R; upper limit R4, per object is 500, as the increase number
of objects increases the scale of R; values; Recall Lemma 6.4.1, the entropy depends

on the covariance of Iy via H(I\).

(c) (d)

Figure 6.39: Example images of the BigBIRD dataset for training the classifier models. (a) is an example for
”pop bottle” class, while the rest are examples for "packet”.

The classifier models were trained via PyTorch on fully connected networks. Recall
Eq. (6.15), we train h.(z") and X.(2"¢) from a dataset D. = {2", {Iy}} per object,

rel __

where 2" = [1, 0] is parametrized by relative yaw angle 1 and relative pitch angle . h,

and Y. are represented by separate neural networks, up to a total of 2m networks. As
seen in Sec. 3.C, all ¥.—; = ¥—; fori,j = 1,...,m—1 for the JLP factor to be Gaussian.
This constraint limits the expressibility of Y., thus not accurately representing the
epistemic uncertainty from certain viewpoints of objects. As such, instead of enforcing
a hard constraint on all 3., we train the classifier uncertainty model with a loss function
that imposes a penalty if X, for different ¢ are not similar, enforcing a soft constraint.

The loss function Lj, for the h. network is mean square error (MSE):

m

Li(he, {17}) = MSE(he, {ln}) = Y (bl - )2, (6.110)

=1

where h% is the i’th element of h.. The loss function Ly for the ¥, uses MSE over
the covariance matrix elements, and adds a Forbenius norm term that acts as the soft

constraint that makes the values of Y. closer:
Ly (he,Xe, {lv}) = MSE(2:,2(17)) + £ - Fn(he, 2¢) (6.111)
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where the MSE for the above loss function is defined:

MSB(Se20) = o 1o 2By — B (6112
i=1j=1
Fx(+) is the Forbenius Norm, defined:
Fn(Z) = Tr (22 - 52, - (52 - =2)7). (6.113)

and k is a positive constant. In our case, x = 0.005.

Results

Fig. 6.40 presents the paths created by the planning session. The path for planning over
Ry focuses on the object group on the kitchen counter, while the others focus more on
the object on the table by the window. This can be explained by poorer visibility of the
objects near the window, induced by the sunlight, therefore inducing higher epistemic

uncertainty than the objects on the counter.

5.0 5.0 5.0 o5 20
D15 OE¥9
— 25 o2 — 25 O oR9 — 25
E 288 E o1 E
£ 00 £ 00 o £ 00 H3°
F 15 © 7 © P12
> > >
-2.5 nitial position -2.5 nitial position -2.5 nitial position
-5.0 -5.0 -5.0
-5 0 5 =5 0 5 =5 0 5
X axis [m] X axis [m] X axis [m]
(a) Ry (b) Rg (e) WEU

Figure 6.40: This figure presents the ground truth of a planned trajectories with object pose estimations.
(a) for planning over R; for JLP-BSP in black. (b) for planning over Ry for JLP-BSP in blue. (¢) for WEU
(green). All for the AVD scenario. The object estimation is shown in a green dot with corresponding estimation
covariance of 3o in gray. The red dots represent the starting position of each trajectory.

The results of those trajectories chosen can be seen in Fig. 6.41, where the entropy
and MSDE results are presented. In Fig. 6.41a the lower epistemic uncertainty for
planning with Ro can be evident. In addition, the MSDE comparison in Fig. 6.41b
significantly favors planning over R; over Ry and especially compared to WEU, with
epistemic-uncertainty-aware planning outperforms both.

Fig. 6.42 shows the class probability of the ground truth class for all the objects for
time-step £ = 20. While both JLP-BSP with Ry and WEU observe an object more as
the group near the window contains more objects, the objects that JLP-BSP with R;
observes are classified more accurately.

Fig. 6.43 presents a computational time comparison between JLP-BSP and WEU.
The figure shows a significant advantage for JLP-BSP over WEU, as this time the
number of candidate classes is 5, instead of 2 in the simulation. WEU computational

time per step drops with time steps as some class realization are pruned. As evident
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Figure 6.41: Experimental results for the scenario in Sec. 5.C (a) Presents an comparison for the sum of
entropy over all objects between trajectories for R; and Rg as a function of time step for JLP-BSP. (b) presents
an MSDE comparison between JLP-BSP, and WEU as a function of time step.
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Figure 6.42: Probability of the objects being ground truth class for our methods at time k = 20 for all objects.
We compare planning over Ry and Rz, JLP-BSP,and WEU. Black and blue for using for Ry and R2 respectively
using JLP-BSP, and green for WEU. The one o deviation is represented via the black line at each relevant bar,
and represents the posterior model uncertainty. The colored X marks represent that object wasn’t observed by
the corresponding method.
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from the figure, JLP-BSP offers computational efficiency greater than WEU, while also

opening access to model uncertainty, both for inference and planning.

2000 -
1500 -
)
o 10001
£
|_ —
500 | i
0_7
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Time step

Figure 6.43: This figure compares run-time per inference step between realizations of JLP-BSP in black, and
WEU in green for the AVD scenario.
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Chapter 7

Conclusion and possible future

research

In this thesis we addressed uncertainties in object classification, namely classification
aliasing induced by observing objects from certain viewpoints, and classifier epistemic
uncertainty. For addressing classification aliasing we proposed a semantic SLAM ap-
proach that maintains a hybrid belief over object poses and classes. For semantic
measurements, we utilized an output of a class probability vector per object. We lever-
aged the coupling between poses and classes using a viewpoint dependent classifier
model to assist in data association disambiguation. Eventually we presented in simu-
lation that utilizing a viewpoint dependent classifier model assist in data association
disambiguation, as well as enhancing SLAM performance.

Afterwards, we extended the approach to a distributed multi-robot setting, as-
suming solved data-association. For maintaining a consistent distributed hybrid belief
estimation, we proposed an approach that maintains an individual belief and a joint
belief simultaneously. In this approach the robots communicate the individual beliefs
and store them in a stack, updating the older belief while removing old information.
This way, the robots avoid double counting to keep the estimation consistent. We pre-
sented the advantage of our approach in term of classification and SLAM performance
over the single robot approach and the approach that doesn’t address double counting,
both in simulation and experiment.

Then, we presented a sequential classification approach that infers the belief over
posterior class probability, representing posterior uncertainty. We utilized an epistemic-
uncertainty-aware classifier that provides a point cloud of probability vectors that rep-
resent the epistemic uncertainty from a single image. We computed a posterior class
probability point cloud given measurements and a prior class probability point cloud.
We showed in simulation and experiment the advantage of our approach against ap-
proaches that do not reason about epistemic uncertainty.

Finally, we presented two epistemic-uncertainty-aware approaches that address both

classification aliasing and epistemic uncertainty in a unified inference and BSP semantic
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SLAM setting. The first is MH, which maintains several hybrid belief simultaneously,
each with semantic measurements of class probability vectors that correspond to differ-
ent classifier weights. This approach proves computationally expensive, so we proposed
a second method: JLP, which uses the novel JLP factor to maintain a single continu-
ous belief that also reasons about posterior epistemic uncertainty. For the active BSP
setting, we discussed the sampling of predicted measurements for both MH and JLP,
namely the advantage of sampling from a viewpoint dependent classifier uncertainty
model compared to generating raw images. The classifier uncertainty model is a mod-
ification of the viewpoint dependent model used previously that is able to generate
probability vector, in addition to participate inference. We proposed a novel type of
information-theoretic reward function over the belief of posterior class probability, and
demonstrated in simulation and using Active Vision Dataset the advantages of planning
over this reward function for classification. In addition, we showed the advantages in

object classification of using epistemic-uncertainty-aware semantic SLAM.

7.1 Possible Future Research

Future research may reason about improving the computational efficiency of hybrid
beliefs over poses and classes, either via parallel computation, incremental inference,
utilizing simplifying assumptions that allows reducing computational effort, or smart
hybrid belief component pruning schemes. JLP provides a promising direction for in-
cluding epistemic-uncertainty-aware classification in SLAM, but still requires improve-
ment for computational effort, e.g. sparsification. In addition, scenarios with many
candidate classes per object may present challenges both for hybrid-belief-based meth-

ods and JLP, so addressing that concern may be a future research direction as well.
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Appendix A

Communication Tables for
Distributed Semantic SLAM

A.1 Communication Table for Distributed Semantic SLAM

Simulation
In this section we present a table of stack time stamps that indicates direct and indirect
communication between robots in our scenario. Recall that the maximal communica-

tion radius is 10 meters, thus robots ro and r3 communicate from time k = 6, robots

r1 starts communicating to others from time k£ = 13.
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A.2 Communication Table for Distributed Semantic SLAM

Experiment

In this section we present a table of stack time stamps that indicates direct and indirect communication between

Recall that the maximal communication radius is 3 meters, thus all robots start to

robots in our scenario.

communicate between them at step k = 6.
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