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Abstract— In this paper, we present an information-based

approach to select a reduced number of landmarks and poses

for a robot to localize itself and simultaneously build an

accurate map. We develop an information theoretic algorithm

to efficiently reduce the number of landmarks and poses in

a SLAM estimate without compromising the accuracy of the

estimated trajectory. We also propose an incremental version of

the reduction algorithm which can be used in SLAM framework

resulting in information based reduced landmark SLAM. The

results of reduced landmark based SLAM algorithm are shown

on Victoria park dataset and a Synthetic dataset and are

compared with standard graph SLAM (SAM [6]) algorithm.

We demonstrate a reduction of 40-50% in the number of

landmarks and around 55% in the number of poses with

minimal estimation error as compared to standard SLAM

algorithm.

I. INTRODUCTION

Simultaneous localization and mapping (SLAM) is one
of the basic problems in mobile robotics. SLAM allows
the robot to incrementally build a consistent map of the
environment while simultaneously using the map to localize
itself. It has a wide range of applications from service
robotics to reconnaissance operations. The complexity of
the existing SLAM approaches grow with the length of
the robot’s trajectory which challenges long term autonomy.
Some recent approaches solve this problem by compressing
the pose graph to reduce its complexity [9], [17], [14], [12],
[2], [23], [18]. These methods sparsify the pose graph to
reduce the number of poses and do not consider the size of
the generated map.

As compared to pose graph based SLAM, landmark based
SLAM explicitly maintains the landmark and robot states.
Keeping landmarks in the SLAM estimate has advantages
over marginalizing out. For example, semantic landmarks
like planes and objects can be used to perform tasks which
require higher cognition capability. Additionally, it can be
associated with the current robot pose and therefore be used
to localize the robot [24], [4]. However storing all landmarks
and poses can become expensive in the long term.

Therefore, in this paper we address this problem by de-
veloping an information-based approach to select a reduced
number of landmarks and poses for a robot to successfully
localize itself and simultaneously build an accurate map.
We present an incremental and active minimization approach
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Fig. 1: Comparison of pose trajectory and landmark loca-
tions estimated using (a) Standard Graph SLAM (SAM [6])
and (b) Reduced Landmark based SLAM on Victoria Park
dataset.

(Section IV) for doing reduced landmark based SLAM. The
active minimization approach uses an information theoretic
algorithm (Algorithm 3) to reduce the number of landmarks
and poses. Performing the minimization in an incremental
manner (Algorithm 5) results in a reduced landmark based
SLAM algorithm. We evaluate our approach using two
datasets, Victoria Park [11] and a synthetic dataset comparing
it to standard graph SLAM (SAM [6]) and demonstrating
a reduction of 40-50% in the number of landmarks and
around 55% in the number of poses with minimal estimation
error. Figure 1 shows a comparison of robot trajectory and
landmark locations estimated using standard graph SLAM
and reduced landmark based SLAM on Victoria Park dataset.

Our contributions in this paper are as follows:
1) We develop an information theoretic algorithm to ef-

ficiently reduce the number of landmarks and poses
without compromising the accuracy of the estimated
trajectory.

2) We propose an incremental version of this algorithm
which can be used in a SLAM framework required for
online operations.

In Section II, we discuss the related work in this area.
Section III reviews landmark based SLAM and proposes a
formulation for reduced landmark based SLAM. Section IV
describes the incremental and active minimization algorithms
for doing the same. In Section V we give an extensive
evaluation of our approach on two datasets and we conclude
in Section VI.

II. RELATED WORK

SLAM is an active area of research in robotics. One of
the initial solutions to the SLAM problem was proposed by
Smith and Cheeseman who used the Extended Kalman Filter
(EKF) to jointly represent the landmark position with the
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Fig. 5: Estimated pose trajectory and landmark location for Victoria Park dataset using standard graph SLAM and reduced
landmark-based SLAM at four different time intervals. P is #Poses. The algorithms compared here are standard graph

SLAM (using all landmarks and poses), Active minimization (Alg: 3) and Incremental minimization (Alg: 5).

L P Active Minimization Incremental Minimizaton

L [%] P [%] ATE (m) ALE (m) ARE (deg) UD (%) EIG L [%] P [%] ATE (m) ALE (m) ARE (deg) UD (%)
29 532 25 [13%] 308 [42%] 0.0038 0.0073 8.7185e-05 2.37e-03% 2.4e+07 25 [13%] 308 [42%] 0.0038 0.0073 8.7e-05 2.3e-03%
68 2532 58 [14%] 1345 [47%] 0.0000 0 0.0000 1.37% 4.5e+09 58 [14%] 1345 [47%] 0.1027 0.1461 0.0052 3.42%
82 4532 63 [23%] 2359 [48%] 0.0207 0.0082 3.1115e-04 4.46e-02% - 64 [22%] 2363 [48%] 0.2262 0.4196 0.0086 2.85%
139 6532 74 [46%] 2971 [54%] 0.0040 0.0044 8.3788e-05 2.07e-02% - 70 [49%] 2958 [54%] 2.3487 2.0539 0.0205 4.14%

TABLE II: Statistics of Minimization algorithms as compared to Standard Graph SLAM for Victoria Park dataset. L is
#landmarks. P is #poses. ATE is absolute trajectory error, ALE is Absolute landmark error, ARE is average rotation error,
UD is percentage increase in covariance determinant of last pose and EIG is eigen envelope. [%] is percentage change.
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Fig. 6: Comparison minimization algorithms w.r.t varying number of poses for Victoria Park dataset. The algorithms are
compared on the basis of number of landmarks and poses remaining after minimization, absolute trajectory error (Section
V-B.1) and absolute landmark error (Section V-B.2).

L P Active Minimization Incremental Minimizaton

L [%] P [%] ATE(m) ALE (m) ARE(deg) UD (%) EIG L [%] P [%] ATE(m) ALE(m) ARE(deg) UD (%)
6 32 5 [16%] 32 [0%] 0.0815 0.0741 0.0072 40.8% 232.0 5 [25%] 32 [0%] 0.0815 0.0741 0.0072 40.8%
15 62 15 [0%] 62 [0%] 0.00 0.00 0.00 0.00% 2865.0 14 [12%] 62 [0%] 0.1108 0.1463 0.0064 0.320%
23 96 18 [22%] 96 [0%] 0.0329 0.0304 0.0035 0.08% 10018 14 [39%] 96 [0%] 0.2231 0.3365 0.0158 16.9%

TABLE III: Statistics of Minimization algorithms as compared to Standard Graph SLAM for Synthetic dataset. L is
#landmarks. P is #poses. ATE is absolute trajectory error, ALE is absolute landmark error, ARE is average rotation error,
UD is percentage increase in covariance determinant of last pose and EIG is eigen envelope. [%] is percentage change.
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estimated trajectory. We also propose an incremental version of
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I. INTRODUCTION

Simultaneous localization and mapping (SLAM) is one
of the basic problems in mobile robotics. SLAM allows
the robot to incrementally build a consistent map of the
environment while simultaneously using the map to localize
itself. It has a wide range of applications from service
robotics to reconnaissance operations. The complexity of
the existing SLAM approaches grow with the length of
the robot’s trajectory which challenges long term autonomy.
Some recent approaches solve this problem by compressing
the pose graph to reduce its complexity [9], [17], [14], [12],
[2], [23], [18]. These methods sparsify the pose graph to
reduce the number of poses and do not consider the size of
the generated map.

As compared to pose graph based SLAM, landmark based
SLAM explicitly maintains the landmark and robot states.
Keeping landmarks in the SLAM estimate has advantages
over marginalizing out. For example, semantic landmarks
like planes and objects can be used to perform tasks which
require higher cognition capability. Additionally, it can be
associated with the current robot pose and therefore be used
to localize the robot [24], [4]. However storing all landmarks
and poses can become expensive in the long term.

Therefore, in this paper we address this problem by de-
veloping an information-based approach to select a reduced
number of landmarks and poses for a robot to successfully
localize itself and simultaneously build an accurate map.
We present an incremental and active minimization approach
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Fig. 1: Comparison of pose trajectory and landmark loca-
tions estimated using (a) Standard Graph SLAM (SAM [6])
and (b) Reduced Landmark based SLAM on Victoria Park
dataset.

(Section IV) for doing reduced landmark based SLAM. The
active minimization approach uses an information theoretic
algorithm (Algorithm 3) to reduce the number of landmarks
and poses. Performing the minimization in an incremental
manner (Algorithm 5) results in a reduced landmark based
SLAM algorithm. We evaluate our approach using two
datasets, Victoria Park [11] and a synthetic dataset comparing
it to standard graph SLAM (SAM [6]) and demonstrating
a reduction of 40-50% in the number of landmarks and
around 55% in the number of poses with minimal estimation
error. Figure 1 shows a comparison of robot trajectory and
landmark locations estimated using standard graph SLAM
and reduced landmark based SLAM on Victoria Park dataset.

Our contributions in this paper are as follows:
1) We develop an information theoretic algorithm to ef-

ficiently reduce the number of landmarks and poses
without compromising the accuracy of the estimated
trajectory.

2) We propose an incremental version of this algorithm
which can be used in a SLAM framework required for
online operations.

In Section II, we discuss the related work in this area.
Section III reviews landmark based SLAM and proposes a
formulation for reduced landmark based SLAM. Section IV
describes the incremental and active minimization algorithms
for doing the same. In Section V we give an extensive
evaluation of our approach on two datasets and we conclude
in Section VI.

II. RELATED WORK

SLAM is an active area of research in robotics. One of
the initial solutions to the SLAM problem was proposed by
Smith and Cheeseman who used the Extended Kalman Filter
(EKF) to jointly represent the landmark position with the
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Problem Statement
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l1 l l3

Incrementally finding a reduced subset of landmarks and poses such that the difference 
between the trajectory estimated using all landmarks and poses and using a subset of 

landmarks and poses is minimal as well
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Contributions

• Developed an information theoretic algorithm to 
efficiently reduce the number of landmarks and 
poses without compromising the accuracy of the 
estimated trajectory. 

• Proposed an incremental version of the algorithm 
which can be used in a SLAM framework required 
for online operations.
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Change in the 
uncertainty of the 
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Memory consumption of 
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Figure 2 shows the corresponding factor graph. Given all the
measurements, we obtain the maximum a posteriori (MAP)
estimate ⇥

⇤ by maximizing the joint probability P (X,L,Z).
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The non-linear least squares problem in Equation 3 is solved
using non-linear optimization method such as Levenberg-
Marquardt algorithm which solves a succession of linear
approximations to approach the minimum.

In each iteration of the non-linear least squares problem,
we linearize around a linearization point ⇥ to obtain a linear
least squares problem of the form �⇤ = argmin

�

kA�� bk22
where A represents the Jacobian matrix, b is the set of
measurements (odometry or landmark) and � represents the
change around the current estimate of X and L. For a full
rank matrix A, the least squares solution can be found by
solving the normal equations ATA�⇤ = AT b. Cholesky
factorization yields ATA = RTR where R is an upper-
triangular matrix. A forward substitution on RT y = AT b
followed by backward substitution R�⇤ = b gives the update
�⇤. We use the Georgia Tech Smoothing and Mapping
(GTSAM) library to jointly optimize the robot poses and
landmarks [5].

B. Reduced Landmark-based SLAM

The goal of reduced landmark-based SLAM is to navigate
in an unknown environment using the reduced amount of
landmarks and poses. It can be formulated as incrementally
finding a reduced subset of landmarks and robot poses
(L

s

,X
s

) such that the difference between trajectory estimated
using a reduced subset of landmarks and robot poses and the
trajectory estimated using all landmarks and robot poses is
minimal.

However, there is a trade-off between the memory require-
ment and the estimation error because reducing the number
of landmarks (memory requirement), increases the error in
the estimated trajectory. To represent the trade-off between
the memory requirements and the estimation accuracy, we
formulate the problem as finding the subset of landmarks
L
s

2 L and robot poses X
s

2 X which minimizes the
objective function given as,

⇢(L
s

, X
s

) = (1� �)d (⇥⇤
s

) + �m(L
s

, X
s

) (4)

where d() is the distance function representing the ac-
curacy of the trajectory estimated (⇥⇤

s

) using the subset of
landmarks L

s

and poses X
s

, m() is the amount of memory
required to store the same and � is the weight parameter.
The objective function represents the trade-off using � as
the weight parameter. Higher � will force the optimization
to remove as many landmarks and poses as possible whereas
lower � will be more conservative by retaining more land-
marks and poses. d() and m() are normalized to have values
between 0 and 1. Equation 4 is discussed in Section IV-B.

The reduced set of landmarks and poses is estimated by
minimizing Equation 5.

{L⇤, X⇤} = arg min

L

s

,X

s

⇢(L
s

, X
s

) (5)

Directly minimizing the above objective function is infea-
sible since we have to iterate over all combinations of
landmarks and poses which is of the order 2

N where N is
total number of poses and landmarks. Below we describe an
incremental and active minimization approach for the same.

IV. REDUCED LANDMARK BASED SLAM VIA
INCREMENTAL AND ACTIVE MINIMIZATION

We estimate the subset of landmarks and poses by ac-
tively removing the least informative landmark until the
objective function (Equation 4) has its minimum value.
The corresponding poses that do not see any landmark are
marginalized out. Below we describe information gain and
the objective function used followed by the description of
active and incremental minimization algorithms.

A. Information Gain

Mutual information I(↵,�) is the measure of the expected
information gain in ↵ on measuring the exact value of �
or vice versa. The mutual information of two continuous
multivariate PDFs p(↵) and p(�) is

I(↵;�) = H(↵)�H(↵|�) = E

log2

p (↵|�)
p(↵)

�

In the case of multivariate Gaussian describing a state vector
x by mean vector µ and covariance matrix ⌃ such that

x =

✓
x
↵

x
�

◆
, µ =

✓
µ
↵

µ
�

◆
,⌃ =


⌃

↵↵

⌃

↵�

⌃

�↵

⌃

��

�

where x
↵

and x
�

are the two disjoint partitions of the state
vector x. The mutual information between the two partitions
x
↵

and x
�

is given by

I(↵;�) =
1

2

log2
|⌃

↵↵

|
|⌃

↵|� |
(6)

where ⌃

↵|� is the covariance matrix corresponding to p(↵|�)
and ⌃

↵↵

is the covariance matrix corresponding to p(↵).
The computation of log covariance determinant log2 |⌃|
can be expensive for a large state space x. Since SAM
[6] maintains the square root information matrix R we
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Objective Function

Find a subset of landmarks and poses that minimizes the  
objective function

Fig. 2: Belief Net corresponding to the Landmark based
SLAM problem. The pose of the robot at ith time step is
x
j

with i 2 0 . . .M , a landmark is l
j

with j 2 1 . . . N and
a measurement is z

k

, with k 2 1 . . .K.

where ⇥

i

is the set of variables ✓
j

adjacent to the factor g
i

.
Given all the measurements, we obtain the maximum a pos-
teriori (MAP) estimate by maximizing the joint probability
P (X,L,Z).

⇥

⇤
= argmax

⇥
P (X,L|Z) = argmin

⇥
(� log g(⇥))(2)

which leads to the following non-linear least squares prob-
lem:
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The non-linear least squares problem in Equation 3 is solved
using non-linear optimization method such as Levenberg-
Marquardt algorithm which solves a succession of linear
approximations in order to approach the minimum.

In each iteration of the non-linear least squares problem,
we linearize around a linearization point ⇥ to obtain a linear
least squares problem of the form �⇤ = argmin

�

kA�� bk22.
For a full rank matrix A, the least squares solution can be
found by solving the normal equations:

ATA�⇤ = AT b (4)

Cholesky factorization yields ATA = RTR where R is an
upper-triangular matrix. A forward substitution on RT y =

AT b followed by backward substitution R�⇤ = b gives
the update �⇤. Instead of doing a batch optimization every
time new measurements come, incremental smoothing and
mapping (iSAM) incrementally updates the square root in-
formation matrix R with new measurements [8]. We use the
Georgia Tech Smoothing and Mapping (GTSAM) library to
jointly optimize the robot poses and landmarks [2].

B. Minimal Landmark based SLAM

The goal of minimal landmark based SLAM is to navigate
in an unknown environment using the minimal amount of
landmarks and poses. It can be formulated as incrementally

finding a minimal subset of landmarks and robot poses
(L

s

,X
s

) such that the difference between trajectory esti-
mated using a subset of landmarks and robot poses and
the trajectory estimated using all landmarks and robot poses
is minimal as well. However, there is a trade-off between
the memory requirement and the estimation error because
reducing the number of landmarks (memory requirement),
increases the error in the estimated trajectory.

To represent the trade-off between the memory require-
ments and the estimation accuracy, we formulate the problem
as finding the subset of landmarks L

s

2 L and robot poses
X

s

2 X which minimizes the objective function given as,

⇢(L
s

, X
s

) = d (⇥⇤
s

) + �m(L
s

, X
s

) (5)

where d() is the distance function representing the ac-
curacy of the trajectory estimated (⇥⇤

s

) using the subset
of landmarks L

s

and poses X
s

, m() is the amount of
memory required to store the same and � is the weight
parameter. The objective function represents the trade-off
using � as the weight parameter. Higher � will force the
optimization to remove as many landmarks and poses as
possible whereas lower � will be more conservative by
retaining more landmarks and poses. Equation 5 is discussed
in detail in Section IV-B.

The minimal set of landmarks and poses is estimated by
minimizing Equation 6.

{L⇤, X⇤} = arg min

L

s

,X

s

⇢(L
s

, X
s

) (6)

Directly minimizing the above objective function is in-
feasible since we have to iterate over all combinations of
landmarks and poses which is of the order 2

N where N is
total number of poses and landmarks. Below we describe an
incremental and active minimization approach for the same.

IV. MINIMAL LANDMARK BASED SLAM VIA
INCREMENTAL AND ACTIVE MINIMIZATION

We estimate the subset of landmarks and poses by actively
removing the least informative landmark until the objective
function (Equation 6) has reached its minimum value. The
corresponding poses that do not see any landmark are
marginalized out. Below we describe information gain and
the objective function used followed by the description of
active and incremental minimization algorithms.
A. Information Gain

Mutual information I(↵,�) is the measure of the expected
information gain in ↵ on measuring the exact value of �
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The non-linear least squares problem in Equation 3 is solved
using non-linear optimization method such as Levenberg-
Marquardt algorithm which solves a succession of linear
approximations in order to approach the minimum.
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ATA�⇤ = AT b (4)
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Algorithm 3 Landmark Selection (X,L, g(⇥),⇥⇤
)

1: logDet⇥  Log Determinant(g(⇥),⇥⇤
)

2: minIG 1
3: selectedLandmark  ;
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in L do

5: g
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i
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r
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}
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 Log Determinant(g
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)
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) 1
2 ⇥ (logDet⇥

r

� logDet⇥)
9: if IG(x;L

i

) < minIG then

10: minIG IG(x;L
i

)

11: selectedLandmark  L
i

12: end if

13: end for

14: return (selectedLandmark,minIG)

tion algorithm. However these landmarks can become impor-
tant in the future. To avoid throwing away the landmarks that
are being measured right now, we do not consider landmarks
seen by the last P poses during the active minimization
process. We use P = 5 during the experiments to ensure
a reasonable pose lag.

Algorithm 2 removes only one landmark at a time until
the value of the objective function has reached the minimum.
One possible improvement to this algorithm is to remove a
cluster of landmarks instead of one landmark at a time [7].

The current algorithm requires all the landmarks and
poses to be available before running the minimization as a
batch process. Below we give an incremental version of this
algorithm.
D. Incremental Minimization

To be used in a SLAM framework, landmark and pose
minimization has to be done in an incremental manner.
We propose an incremental minimization algorithm where
active minimization (Algorithm 2) is performed after every
 poses of running SLAM. The minimized set of poses and
landmarks are used instead of all landmarks and poses from
that point forward. The incremental minimization algorithm
is shown in Algorithm 4.

Algorithm 4 Incremental Minimization( ,�)
1: Initialize L ;, X  ;, ⇥⇤  ;, g (⇥) ;
2: repeat

3: Add a new pose to X and new landmarks to L.
4: Add the corresponding new factors to g(⇥)
5: ⇥

⇤  argmin⇥ (� log g(⇥)) . Eq: 2
6: if poses added since last minimization >  then

7: {X,L} = Active Minimization (X,L,Z,⇥⇤, g,�)
8: Remove factors from g(⇥) corresponding to dis-

carded landmarks and poses
9: end if

10: until the robot is navigating

Incremental minimization iteratively throws away less
informative landmarks while using the remaining landmarks
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Fig. 4: Datasets used in the experiment

L P Z Area Covered

Victoria Park dataset 151 6969 10608 200⇥250 sq. units
Synthetic dataset 24 95 422 50⇥50 sq. units

TABLE I: Statistics of the datasets used. L is #landmarks,
P is #poses and Z is #measurements.

to navigate through the environment. It is less optimal and
is greedy as compared to active minimization since active
minimization considers all the landmarks and poses present
till that moment to make the decisions where as incremental
minimization keeps throwing away landmarks and does not
have access to all the landmarks available at a particular
time. For example, incremental minimization algorithm can
throw away landmark which was uninformative at time
T but which might result in a loop closure constraint at
T + t and hence become very informative in the future. A
possible solution to solve the optimality issue is to maintain
a uniform distribution of landmarks over the explored region
regardless of their information gain. Higher value of  
(calling active minimization less frequently) will result in the
estimation given by incremental minimization to approach
the estimation given by active minimization.

V. EXPERIMENTAL RESULTS

In this section, we describe the datasets and evaluation
metrics used in the experiments and compare minimal land-
mark based SLAM algorithm with the standard full SLAM
algorithm (using all landmarks and poses).

A. Datasets

We tested the minimal landmark based SLAM algorithm
on two datasets: Victoria Park dataset and Synthetic dataset.
Table I summarizes the datasets used and Figure 4 show the
datasets. Both the datasets are planar where each pose is
represented by its translation (x, y) and heading direction ✓.

B. Evaluation Metrics

1) Absolute trajectory error (ATE) : As proposed by
Sturm et al. [19], absolute trajectory error compares the
absolute distance between the trajectories estimated using
standard Full SLAM and minimal landmark based SLAM.
ATE evaluates the RMSE (root mean squared error) over the
difference of pose translation (for the reduced set of poses)
estimated using all landmarks and poses and minimal set of
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tion algorithm. However these landmarks can become impor-
tant in the future. To avoid throwing away the landmarks that
are being measured right now, we do not consider landmarks
seen by the last P poses during the active minimization
process. We use P = 5 during the experiments to ensure
a reasonable pose lag.

Algorithm 2 removes only one landmark at a time until
the value of the objective function has reached the minimum.
One possible improvement to this algorithm is to remove a
cluster of landmarks instead of one landmark at a time [7].

The current algorithm requires all the landmarks and
poses to be available before running the minimization as a
batch process. Below we give an incremental version of this
algorithm.
D. Incremental Minimization

To be used in a SLAM framework, landmark and pose
minimization has to be done in an incremental manner.
We propose an incremental minimization algorithm where
active minimization (Algorithm 2) is performed after every
 poses of running SLAM. The minimized set of poses and
landmarks are used instead of all landmarks and poses from
that point forward. The incremental minimization algorithm
is shown in Algorithm 4.

Algorithm 4 Incremental Minimization( ,�)
1: Initialize L ;, X  ;, ⇥⇤  ;, g (⇥) ;
2: repeat

3: Add a new pose to X and new landmarks to L.
4: Add the corresponding new factors to g(⇥)
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6: if poses added since last minimization >  then

7: {X,L} = Active Minimization (X,L,Z,⇥⇤, g,�)
8: Remove factors from g(⇥) corresponding to dis-
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9: end if

10: until the robot is navigating
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to navigate through the environment. It is less optimal and
is greedy as compared to active minimization since active
minimization considers all the landmarks and poses present
till that moment to make the decisions where as incremental
minimization keeps throwing away landmarks and does not
have access to all the landmarks available at a particular
time. For example, incremental minimization algorithm can
throw away landmark which was uninformative at time
T but which might result in a loop closure constraint at
T + t and hence become very informative in the future. A
possible solution to solve the optimality issue is to maintain
a uniform distribution of landmarks over the explored region
regardless of their information gain. Higher value of  
(calling active minimization less frequently) will result in the
estimation given by incremental minimization to approach
the estimation given by active minimization.

V. EXPERIMENTAL RESULTS

In this section, we describe the datasets and evaluation
metrics used in the experiments and compare minimal land-
mark based SLAM algorithm with the standard full SLAM
algorithm (using all landmarks and poses).

A. Datasets

We tested the minimal landmark based SLAM algorithm
on two datasets: Victoria Park dataset and Synthetic dataset.
Table I summarizes the datasets used and Figure 4 show the
datasets. Both the datasets are planar where each pose is
represented by its translation (x, y) and heading direction ✓.

B. Evaluation Metrics

1) Absolute trajectory error (ATE) : As proposed by
Sturm et al. [19], absolute trajectory error compares the
absolute distance between the trajectories estimated using
standard Full SLAM and minimal landmark based SLAM.
ATE evaluates the RMSE (root mean squared error) over the
difference of pose translation (for the reduced set of poses)
estimated using all landmarks and poses and minimal set of
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Fig. 7: Estimated pose trajectory and landmark location for Synthetic dataset using Standard Graph SLAM and reduced
landmark-based SLAM for different trajectories. P is #Poses. The algorithms compared here are Standard Graph SLAM

(using all landmarks and poses), Active minimization (Algorithm 3) and Incremental minimization (Algorithm 5). Green
ellipses represent pose covariances. Blue ellipses represent landmark covariances.

reduced landmark-based SLAM algorithm. We showed the
results on Victoria park dataset and Synthetic dataset and
compared trajectory and landmark locations estimated using
standard graph SLAM (SAM [6]) and reduced landmark-
based SLAM algorithm showing a reduction of 40-50%
landmarks and around 55% poses with minimal estimation
error as compared to standard SLAM algorithms.

As a future work, we are working on a parallel minimiza-
tion and mapping algorithm where active minimization can
be run in parallel to the standard graph SLAM algorithm.
Another possible future direction is to improve the active
minimization algorithm (Algorithm 3) by considering a clus-
ter of landmarks instead of one landmark at a time [15].
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Fig. 7: Estimated pose trajectory and landmark location for Synthetic dataset using Standard Graph SLAM and reduced
landmark-based SLAM for different trajectories. P is #Poses. The algorithms compared here are Standard Graph SLAM

(using all landmarks and poses), Active minimization (Algorithm 3) and Incremental minimization (Algorithm 5). Green
ellipses represent pose covariances. Blue ellipses represent landmark covariances.

reduced landmark-based SLAM algorithm. We showed the
results on Victoria park dataset and Synthetic dataset and
compared trajectory and landmark locations estimated using
standard graph SLAM (SAM [6]) and reduced landmark-
based SLAM algorithm showing a reduction of 40-50%
landmarks and around 55% poses with minimal estimation
error as compared to standard SLAM algorithms.

As a future work, we are working on a parallel minimiza-
tion and mapping algorithm where active minimization can
be run in parallel to the standard graph SLAM algorithm.
Another possible future direction is to improve the active
minimization algorithm (Algorithm 3) by considering a clus-
ter of landmarks instead of one landmark at a time [15].
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Abstract— In this paper, we present an information-based

approach to select a reduced number of landmarks and poses

for a robot to localize itself and simultaneously build an

accurate map. We develop an information theoretic algorithm

to efficiently reduce the number of landmarks and poses in

a SLAM estimate without compromising the accuracy of the

estimated trajectory. We also propose an incremental version of

the reduction algorithm which can be used in SLAM framework

resulting in information based reduced landmark SLAM. The

results of reduced landmark based SLAM algorithm are shown

on Victoria park dataset and a Synthetic dataset and are

compared with standard graph SLAM (SAM [6]) algorithm.

We demonstrate a reduction of 40-50% in the number of

landmarks and around 55% in the number of poses with

minimal estimation error as compared to standard SLAM

algorithm.

I. INTRODUCTION

Simultaneous localization and mapping (SLAM) is one
of the basic problems in mobile robotics. SLAM allows
the robot to incrementally build a consistent map of the
environment while simultaneously using the map to localize
itself. It has a wide range of applications from service
robotics to reconnaissance operations. The complexity of
the existing SLAM approaches grow with the length of
the robot’s trajectory which challenges long term autonomy.
Some recent approaches solve this problem by compressing
the pose graph to reduce its complexity [9], [17], [14], [12],
[2], [23], [18]. These methods sparsify the pose graph to
reduce the number of poses and do not consider the size of
the generated map.

As compared to pose graph based SLAM, landmark based
SLAM explicitly maintains the landmark and robot states.
Keeping landmarks in the SLAM estimate has advantages
over marginalizing out. For example, semantic landmarks
like planes and objects can be used to perform tasks which
require higher cognition capability. Additionally, it can be
associated with the current robot pose and therefore be used
to localize the robot [24], [4]. However storing all landmarks
and poses can become expensive in the long term.

Therefore, in this paper we address this problem by de-
veloping an information-based approach to select a reduced
number of landmarks and poses for a robot to successfully
localize itself and simultaneously build an accurate map.
We present an incremental and active minimization approach
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Fig. 1: Comparison of pose trajectory and landmark loca-
tions estimated using (a) Standard Graph SLAM (SAM [6])
and (b) Reduced Landmark based SLAM on Victoria Park
dataset.

(Section IV) for doing reduced landmark based SLAM. The
active minimization approach uses an information theoretic
algorithm (Algorithm 3) to reduce the number of landmarks
and poses. Performing the minimization in an incremental
manner (Algorithm 5) results in a reduced landmark based
SLAM algorithm. We evaluate our approach using two
datasets, Victoria Park [11] and a synthetic dataset comparing
it to standard graph SLAM (SAM [6]) and demonstrating
a reduction of 40-50% in the number of landmarks and
around 55% in the number of poses with minimal estimation
error. Figure 1 shows a comparison of robot trajectory and
landmark locations estimated using standard graph SLAM
and reduced landmark based SLAM on Victoria Park dataset.

Our contributions in this paper are as follows:
1) We develop an information theoretic algorithm to ef-

ficiently reduce the number of landmarks and poses
without compromising the accuracy of the estimated
trajectory.

2) We propose an incremental version of this algorithm
which can be used in a SLAM framework required for
online operations.

In Section II, we discuss the related work in this area.
Section III reviews landmark based SLAM and proposes a
formulation for reduced landmark based SLAM. Section IV
describes the incremental and active minimization algorithms
for doing the same. In Section V we give an extensive
evaluation of our approach on two datasets and we conclude
in Section VI.

II. RELATED WORK

SLAM is an active area of research in robotics. One of
the initial solutions to the SLAM problem was proposed by
Smith and Cheeseman who used the Extended Kalman Filter
(EKF) to jointly represent the landmark position with the
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Fig. 5: Estimated pose trajectory and landmark location for Victoria Park dataset using standard graph SLAM and reduced
landmark-based SLAM at four different time intervals. P is #Poses. The algorithms compared here are standard graph

SLAM (using all landmarks and poses), Active minimization (Alg: 3) and Incremental minimization (Alg: 5).

L P Active Minimization Incremental Minimizaton

L [%] P [%] ATE (m) ALE (m) ARE (deg) UD (%) EIG L [%] P [%] ATE (m) ALE (m) ARE (deg) UD (%)
29 532 25 [13%] 308 [42%] 0.0038 0.0073 8.7185e-05 2.37e-03% 2.4e+07 25 [13%] 308 [42%] 0.0038 0.0073 8.7e-05 2.3e-03%
68 2532 58 [14%] 1345 [47%] 0.0000 0 0.0000 1.37% 4.5e+09 58 [14%] 1345 [47%] 0.1027 0.1461 0.0052 3.42%
82 4532 63 [23%] 2359 [48%] 0.0207 0.0082 3.1115e-04 4.46e-02% - 64 [22%] 2363 [48%] 0.2262 0.4196 0.0086 2.85%
139 6532 74 [46%] 2971 [54%] 0.0040 0.0044 8.3788e-05 2.07e-02% - 70 [49%] 2958 [54%] 2.3487 2.0539 0.0205 4.14%

TABLE II: Statistics of Minimization algorithms as compared to Standard Graph SLAM for Victoria Park dataset. L is
#landmarks. P is #poses. ATE is absolute trajectory error, ALE is Absolute landmark error, ARE is average rotation error,
UD is percentage increase in covariance determinant of last pose and EIG is eigen envelope. [%] is percentage change.
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Fig. 6: Comparison minimization algorithms w.r.t varying number of poses for Victoria Park dataset. The algorithms are
compared on the basis of number of landmarks and poses remaining after minimization, absolute trajectory error (Section
V-B.1) and absolute landmark error (Section V-B.2).

L P Active Minimization Incremental Minimizaton

L [%] P [%] ATE(m) ALE (m) ARE(deg) UD (%) EIG L [%] P [%] ATE(m) ALE(m) ARE(deg) UD (%)
6 32 5 [16%] 32 [0%] 0.0815 0.0741 0.0072 40.8% 232.0 5 [25%] 32 [0%] 0.0815 0.0741 0.0072 40.8%
15 62 15 [0%] 62 [0%] 0.00 0.00 0.00 0.00% 2865.0 14 [12%] 62 [0%] 0.1108 0.1463 0.0064 0.320%
23 96 18 [22%] 96 [0%] 0.0329 0.0304 0.0035 0.08% 10018 14 [39%] 96 [0%] 0.2231 0.3365 0.0158 16.9%

TABLE III: Statistics of Minimization algorithms as compared to Standard Graph SLAM for Synthetic dataset. L is
#landmarks. P is #poses. ATE is absolute trajectory error, ALE is absolute landmark error, ARE is average rotation error,
UD is percentage increase in covariance determinant of last pose and EIG is eigen envelope. [%] is percentage change.
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Abstract— In this paper, we present an information-based

approach to select a reduced number of landmarks and poses

for a robot to localize itself and simultaneously build an

accurate map. We develop an information theoretic algorithm

to efficiently reduce the number of landmarks and poses in

a SLAM estimate without compromising the accuracy of the

estimated trajectory. We also propose an incremental version of

the reduction algorithm which can be used in SLAM framework

resulting in information based reduced landmark SLAM. The

results of reduced landmark based SLAM algorithm are shown

on Victoria park dataset and a Synthetic dataset and are

compared with standard graph SLAM (SAM [6]) algorithm.

We demonstrate a reduction of 40-50% in the number of

landmarks and around 55% in the number of poses with

minimal estimation error as compared to standard SLAM

algorithm.

I. INTRODUCTION

Simultaneous localization and mapping (SLAM) is one
of the basic problems in mobile robotics. SLAM allows
the robot to incrementally build a consistent map of the
environment while simultaneously using the map to localize
itself. It has a wide range of applications from service
robotics to reconnaissance operations. The complexity of
the existing SLAM approaches grow with the length of
the robot’s trajectory which challenges long term autonomy.
Some recent approaches solve this problem by compressing
the pose graph to reduce its complexity [9], [17], [14], [12],
[2], [23], [18]. These methods sparsify the pose graph to
reduce the number of poses and do not consider the size of
the generated map.

As compared to pose graph based SLAM, landmark based
SLAM explicitly maintains the landmark and robot states.
Keeping landmarks in the SLAM estimate has advantages
over marginalizing out. For example, semantic landmarks
like planes and objects can be used to perform tasks which
require higher cognition capability. Additionally, it can be
associated with the current robot pose and therefore be used
to localize the robot [24], [4]. However storing all landmarks
and poses can become expensive in the long term.

Therefore, in this paper we address this problem by de-
veloping an information-based approach to select a reduced
number of landmarks and poses for a robot to successfully
localize itself and simultaneously build an accurate map.
We present an incremental and active minimization approach
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Fig. 1: Comparison of pose trajectory and landmark loca-
tions estimated using (a) Standard Graph SLAM (SAM [6])
and (b) Reduced Landmark based SLAM on Victoria Park
dataset.

(Section IV) for doing reduced landmark based SLAM. The
active minimization approach uses an information theoretic
algorithm (Algorithm 3) to reduce the number of landmarks
and poses. Performing the minimization in an incremental
manner (Algorithm 5) results in a reduced landmark based
SLAM algorithm. We evaluate our approach using two
datasets, Victoria Park [11] and a synthetic dataset comparing
it to standard graph SLAM (SAM [6]) and demonstrating
a reduction of 40-50% in the number of landmarks and
around 55% in the number of poses with minimal estimation
error. Figure 1 shows a comparison of robot trajectory and
landmark locations estimated using standard graph SLAM
and reduced landmark based SLAM on Victoria Park dataset.

Our contributions in this paper are as follows:
1) We develop an information theoretic algorithm to ef-

ficiently reduce the number of landmarks and poses
without compromising the accuracy of the estimated
trajectory.

2) We propose an incremental version of this algorithm
which can be used in a SLAM framework required for
online operations.

In Section II, we discuss the related work in this area.
Section III reviews landmark based SLAM and proposes a
formulation for reduced landmark based SLAM. Section IV
describes the incremental and active minimization algorithms
for doing the same. In Section V we give an extensive
evaluation of our approach on two datasets and we conclude
in Section VI.

II. RELATED WORK

SLAM is an active area of research in robotics. One of
the initial solutions to the SLAM problem was proposed by
Smith and Cheeseman who used the Extended Kalman Filter
(EKF) to jointly represent the landmark position with the
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Fig. 5: Estimated pose trajectory and landmark location for Victoria Park dataset using standard graph SLAM and reduced
landmark-based SLAM at four different time intervals. P is #Poses. The algorithms compared here are standard graph

SLAM (using all landmarks and poses), Active minimization (Alg: 3) and Incremental minimization (Alg: 5).
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68 2532 58 [14%] 1345 [47%] 0.0000 0 0.0000 1.37% 4.5e+09 58 [14%] 1345 [47%] 0.1027 0.1461 0.0052 3.42%
82 4532 63 [23%] 2359 [48%] 0.0207 0.0082 3.1115e-04 4.46e-02% - 64 [22%] 2363 [48%] 0.2262 0.4196 0.0086 2.85%
139 6532 74 [46%] 2971 [54%] 0.0040 0.0044 8.3788e-05 2.07e-02% - 70 [49%] 2958 [54%] 2.3487 2.0539 0.0205 4.14%

TABLE II: Statistics of Minimization algorithms as compared to Standard Graph SLAM for Victoria Park dataset. L is
#landmarks. P is #poses. ATE is absolute trajectory error, ALE is Absolute landmark error, ARE is average rotation error,
UD is percentage increase in covariance determinant of last pose and EIG is eigen envelope. [%] is percentage change.
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Fig. 6: Comparison minimization algorithms w.r.t varying number of poses for Victoria Park dataset. The algorithms are
compared on the basis of number of landmarks and poses remaining after minimization, absolute trajectory error (Section
V-B.1) and absolute landmark error (Section V-B.2).
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TABLE III: Statistics of Minimization algorithms as compared to Standard Graph SLAM for Synthetic dataset. L is
#landmarks. P is #poses. ATE is absolute trajectory error, ALE is absolute landmark error, ARE is average rotation error,
UD is percentage increase in covariance determinant of last pose and EIG is eigen envelope. [%] is percentage change.
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Fig. 5: Estimated pose trajectory and landmark location for Victoria Park dataset using standard graph SLAM and reduced
landmark-based SLAM at four different time intervals. P is #Poses. The algorithms compared here are standard graph

SLAM (using all landmarks and poses), Active minimization (Alg: 3) and Incremental minimization (Alg: 5).
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Fig. 6: Comparison minimization algorithms w.r.t varying number of poses for Victoria Park dataset. The algorithms are
compared on the basis of number of landmarks and poses remaining after minimization, absolute trajectory error (Section
V-B.1) and absolute landmark error (Section V-B.2).

L P Active Minimization Incremental Minimizaton

L [%] P [%] ATE(m) ALE (m) ARE(deg) UD (%) EIG L [%] P [%] ATE(m) ALE(m) ARE(deg) UD (%)
6 32 5 [16%] 32 [0%] 0.0815 0.0741 0.0072 40.8% 232.0 5 [25%] 32 [0%] 0.0815 0.0741 0.0072 40.8%
15 62 15 [0%] 62 [0%] 0.00 0.00 0.00 0.00% 2865.0 14 [12%] 62 [0%] 0.1108 0.1463 0.0064 0.320%
23 96 18 [22%] 96 [0%] 0.0329 0.0304 0.0035 0.08% 10018 14 [39%] 96 [0%] 0.2231 0.3365 0.0158 16.9%

TABLE III: Statistics of Minimization algorithms as compared to Standard Graph SLAM for Synthetic dataset. L is
#landmarks. P is #poses. ATE is absolute trajectory error, ALE is absolute landmark error, ARE is average rotation error,
UD is percentage increase in covariance determinant of last pose and EIG is eigen envelope. [%] is percentage change.
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Fig. 5: Estimated pose trajectory and landmark location for Victoria Park dataset using standard graph SLAM and reduced
landmark-based SLAM at four different time intervals. P is #Poses. The algorithms compared here are standard graph

SLAM (using all landmarks and poses), Active minimization (Alg: 3) and Incremental minimization (Alg: 5).

L P Active Minimization Incremental Minimizaton

L [%] P [%] ATE (m) ALE (m) ARE (deg) UD (%) EIG L [%] P [%] ATE (m) ALE (m) ARE (deg) UD (%)
29 532 25 [13%] 308 [42%] 0.0038 0.0073 8.7185e-05 2.37e-03% 2.4e+07 25 [13%] 308 [42%] 0.0038 0.0073 8.7e-05 2.3e-03%
68 2532 58 [14%] 1345 [47%] 0.0000 0 0.0000 1.37% 4.5e+09 58 [14%] 1345 [47%] 0.1027 0.1461 0.0052 3.42%
82 4532 63 [23%] 2359 [48%] 0.0207 0.0082 3.1115e-04 4.46e-02% - 64 [22%] 2363 [48%] 0.2262 0.4196 0.0086 2.85%
139 6532 74 [46%] 2971 [54%] 0.0040 0.0044 8.3788e-05 2.07e-02% - 70 [49%] 2958 [54%] 2.3487 2.0539 0.0205 4.14%

TABLE II: Statistics of Minimization algorithms as compared to Standard Graph SLAM for Victoria Park dataset. L is
#landmarks. P is #poses. ATE is absolute trajectory error, ALE is Absolute landmark error, ARE is average rotation error,
UD is percentage increase in covariance determinant of last pose and EIG is eigen envelope. [%] is percentage change.
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Fig. 6: Comparison minimization algorithms w.r.t varying number of poses for Victoria Park dataset. The algorithms are
compared on the basis of number of landmarks and poses remaining after minimization, absolute trajectory error (Section
V-B.1) and absolute landmark error (Section V-B.2).
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TABLE III: Statistics of Minimization algorithms as compared to Standard Graph SLAM for Synthetic dataset. L is
#landmarks. P is #poses. ATE is absolute trajectory error, ALE is absolute landmark error, ARE is average rotation error,
UD is percentage increase in covariance determinant of last pose and EIG is eigen envelope. [%] is percentage change.
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Fig. 5: Estimated pose trajectory and landmark location for Victoria Park dataset using standard graph SLAM and reduced
landmark-based SLAM at four different time intervals. P is #Poses. The algorithms compared here are standard graph

SLAM (using all landmarks and poses), Active minimization (Alg: 3) and Incremental minimization (Alg: 5).
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UD is percentage increase in covariance determinant of last pose and EIG is eigen envelope. [%] is percentage change.
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Fig. 6: Comparison minimization algorithms w.r.t varying number of poses for Victoria Park dataset. The algorithms are
compared on the basis of number of landmarks and poses remaining after minimization, absolute trajectory error (Section
V-B.1) and absolute landmark error (Section V-B.2).

L P Active Minimization Incremental Minimizaton

L [%] P [%] ATE(m) ALE (m) ARE(deg) UD (%) EIG L [%] P [%] ATE(m) ALE(m) ARE(deg) UD (%)
6 32 5 [16%] 32 [0%] 0.0815 0.0741 0.0072 40.8% 232.0 5 [25%] 32 [0%] 0.0815 0.0741 0.0072 40.8%
15 62 15 [0%] 62 [0%] 0.00 0.00 0.00 0.00% 2865.0 14 [12%] 62 [0%] 0.1108 0.1463 0.0064 0.320%
23 96 18 [22%] 96 [0%] 0.0329 0.0304 0.0035 0.08% 10018 14 [39%] 96 [0%] 0.2231 0.3365 0.0158 16.9%
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Conclusions
• Proposed an incremental and active 

minimization algorithm that can be used in a 
SLAM framework resulting in reduced landmark 
based SLAM. 

• Showed a reduction of 40-50% in the number of 
landmarks and around 55% in the number of 
poses.
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