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Introduction 2

Inference and Decision making under uncertainty impose a fundamental
problem in Autonomous Systems (AS) and Artificial Intelligence (Al).

At their core, Autonomous Systems require the following blocks

Inference & Perception Planning
Obtain information from the Plan next best action
environment (and\or other agents) and given current belief
estimate state variables, using existing and objective function
data
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Introduction 3

The realistic problem is computationally intractable, hence usually approximated.

Any reduction in computation time would pave the way to Online\
Realtime work.

B There are many variations of AS/ Al related problems

Autonomous Robot assisted Simultaneous Business Decision
NaxigAt®Rescue Localisation & Mapping MridRWarket

TECHNION AUTONOMOUS
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Inference & Belief Space Planning (BSP) today ¢
Provide with the next -
(sub) optimal action ™ Beliet
Spacg Estimate state variables
Plannin .— using information
up to current time
Perform
Action
Execute the action . Get
orovided from precursory planning Measurement .
s ~__ Acquire new
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Inference & BSP today 5
time “K”
Belief

Space
Plannin

Perform
Action

Get
Measureme
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Inference & BSP today 6
time “K” Plan time “k+1”
from
Belief Belief
Space Space
Plannin Plannin

Perform Perform
Action Action
Measureme Measureme
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Inference & BSP today 7
time “k” Plan time “k+1

Belief Belief
Space Space
Plannin Plannin

Perform Perform

Action Action
Get Get

Measureme ™~ Measureme

Inferenc
using precursory
Inference
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Inference & BSP today :
time “k” Plan time “k+1”
’ from
/-N Be“ef Bellef
Space , Space
S Plannin

Perform Perform
Action Action
Get Get
Measureme ™~ Measureme

Inferenc

sing precursory
Inference
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Inference & BSP today 9
time “k” Plan time “k+1”
/-\‘ Belief Belief
Space Space
Plannin Plannin
Perform Perform
Action Action

Get
Measureme

Get
Measureme
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The Job Interview Example

B Let's say you have an interview for
your dream job.

B You’'ll probably prepare yourself by
going over all subjects you might be

asked about.
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The Job Interview Example 1

B The interview day has arrived,
what would happen if you’ll be
asked on a subject,

Ly N
Inconsistent B you didn’t cover *
Data Associatio) m (lose to what you have covered ?

Consistent

Data Aesociation identical to what you have covereq

B  Which would result in the quickest
answer ?

B4

Vi
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Inference & BSP today 12
time “k” Plan time “k+1”
/-\‘ Belief Scratci Belief
Space , Space
Plannin s Plannin

Perform Perform
Action Action
Get Get
Measureme ™~ Measureme

Inferenc
sing precursory
Inference
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The “Driving to Work”™ Example 17

®  Will you plan everything from scratch?

® Or just update the appropriate segments of
your original plan with this new information?

B While this toy example considers MDP
setting with an observable and deterministic
world

\V / \ TECHNION AUTONOMOUS
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We consider the more general problem of a
POMDP setting with an unknown world and a
high dimensional state vector
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Our Research Vision 19

Re-use prior calculations and information across inference and
planning, for improved online autonomy, in particular in unknown/
uncertain environments and high-dimensional state spaces.
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Our Research Vision 20

Re-use prior calculations and information across inference and
planning, for improved online autonomy, in particular in unknown/
uncertain environments and high-dimensional state spaces.

Main Contributions

Introducing Joint Inference & Planning - JIP as a novel paradigm

shift from the common separation of inference and planning.
(Farhi17icra) (Farhi19icra workshop)

A novel approach for Re-Use BSP for efficient Inference update,

named WUV] (Farhi17icra) (Farhi18ijrr condltlona<y accepted) (Farhi19icra workshop) (patent
g Amovehapproach for incremental eXpectation Belief Space Planning,

named iX-BSP (Farhi19icra) (Farhi19icra workshop) (Farhi20journal to be submitted soon) (patent:

US20200327358A1)
VUL VLUYUVUUVUL T UOUJYUTY I,
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Our Novel Approach - Re-Use BSP for Inference 0
time "k Plan time “k+1”
’ from
/-N Be“ef scr Bellef
Space , Space
Plannin Sease

Perform Perform
Action Action
Get Get
Measureme ™~ Measureme

Inferenc

sing precursory
Inference
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Our Novel Approach - Re-Use BSP for Inference 22
time “k” Plan time “k+1”
, from
/-\‘ Belief scr Belief
Space Space
Plannin / Plannin
Perform Perform
Action Action
Get Get
Measureme Measureme
Re-use prav. Plan
Updated with new
. info :
. €1 TASP | Hiinam >
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Our Novel Approach - Incremental e Xpectation BSF 23
time “k” Plan time “k+1”
, from
/-\‘ Belief sCr, Belief
Space Space
Plannin / Plannin
Perform Perform
Action Action
Get Get
Measureme Measureme
Re-use prav. Plan
Updated with new
. info :
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Our Novel Approach - Incremental e Xpectation 3SPF %
time “k” Re-use prev. Plan  time “k+1”

/V

Belief Belief
Space pdated Space
Plannin with new Plannin
Perform info Perform
Action Action
Get Get
Measureme Measureme

Re-use prav. Plan
Updated with new
o info
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Notations & Formulation 2

[1;|; - Referring to time , while current K
time is
Xt -The joint state vector up to tilne , i.e. smoothing problem (all robot poses and

landmarks)
B Z1:t|k - Allmeasurements up to tithe , while current tifhe is

Uo.t—1|k - All actions up to tirhe- 1 , while currenktime is
b[Xk|k] :p(Xk\Uo:k—uk,me) belief at current timé
[ Xktijk] = P(Xkti|Uo:kti—1]k> 21:k+i|k) belief at planning horizan

B Hypie = {#1k+ilk Yoki—1]k ) History at planning horizon i

Hk_—{—z'|k = {Hk+z'—1|lm uk+z’—1|k} Propagated history at planning
horizon |
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Research Outline 2%

Introducing Joint Inference & Planhing
RUBI: Re-Use BSP for Inference update
iIX-BSP: incremental eXpectation BSP
Concluding remarks

Q&A
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Research Outline 27

Introducing Joint Inference & Planning ; Related Work

Unified Model for Inference & BEP
RUBI: Re-Use BSP for Inference update
RUBI as part of JIP

iX-BSP: incremental eXpectation BSP  1X-BSP as part of JIP

Concluding remarks

Q&A

° T TASP TECHNION AUTONOMOUS
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Related work on Inference & BSP Similarities 28

Approximate solutions to the Markov Decision Process (MDP) case, for
inference and planning, using inference optimization methods (Toussaint

?nnvdes%BQﬂeryg%Rg@uality between inference and optimal control (Todorov

2008 )
B Unified computational frameworks based on Dynamic Programing (Kobilarov

2015) and Factor Graph-FG (Ta 2014)

Till this day, to the best of our knowledge,
there is no Joint paradigm for inference and decision
making under uncertainty

Interestingly enough, inference and decision making under uncertainty in
the human brain are tightly entwined, fact which provides motivation for
AS & Al equivalent. (Schacter and Addis 2007) (Schacter and Addis 2009)
(Race 2011)

® @,{\ TASP TECHNION AUTONOMOUS
N SYSTEMS PROGRAM



Autonomous Navigation
and Perception Lab

¢ ANPL

Research Outline 29

Introducing Joint Inference & Planning ; Related Work

Unified Model for Inference & BEP
RUBI: Re-Use BSP for Inference update
RUBI as part of JIP

iX-BSP: incremental eXpectation BSP  1X-BSP as part of JIP

Concluding remarks

Q&A
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Research Outline 30

Introducing Joint Inference & Planning

Unified Model for Inference & BSP
RUBI: Re-Use BSP for Inference update
RUBI as part of JIP

iX-BSP: incremental eXpectation BSP  1X-BSP as part of JIP

Concluding remarks

Q&A
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Unified Model for Inference & BSP

=0
‘Jnﬁ‘r’m
Encapsulates both

inference and planning
separately. \

Autonomous Navigation
and Perception Lab

Horizon = 1
Enabling their “regular”
functionality, as well as \ \
opening a gateway to new \
connections. Hortzon = 2

N

(@) — Inference
®) ¥\, Planning
¥ ¢ @) TASP | msinion suronouous
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Research Outline 3

Introducing Joint Inference & Planning

Unified Model for Inference & BSP
RUBI: Re-Use BSP for Inference update
RUBI as part of JIP

iX-BSP: incremental eXpectation BSP  1X-BSP as part of JIP

Concluding remarks

Q&A
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Research Outline 5

Introducing Joint Inference & Planning Related Work

Unified Model forinference’' & BSP
RUBI: Re-Use BSP for Inference update
RUBI as part of JIP

iX-BSP: incremental eXpectation BSP  1X-BSP as part of JIP

Concluding remarks

Q&A
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RUBI as part of JIP

Conventional Bayesian
inference - update
inference using precursory

|[nference :
e suggest a paradigm

shift - update inference
using precursory planning

®  Saves valuable Hortzon = 2
computation time without
affecting estimation L(gendf
accuracy (@) — Inference () { Update Inference with Planning
(6) ¥\ Planning
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Research Outline 55

Introducing Joint Inference & Planning Related Work

Unified Model forinference’' & BSP
RUBI: Re-Use BSP for Inference update
RUBI as part of JIP

iX-BSP: incremental eXpectation BSP  1X-BSP as part of JIP

Concluding remarks

Q&A
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Research Outline 36

Introducing Joint Inference & Planning Related Work

Unified Model forinference’' & BSP
RUBI: Re-Use BSP for Inference update
RUBl as‘patoiyiR

iX-BSP: incremental eXpectation BSP {1X-BSP as part of JIP

Concluding remarks

Q&A
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IX-BSP as part of JIP

Autonomous Navigation
and Perception Lab

Uncertainty in the system
and the environment
forces re-planning in order
to remain optimal

Similarly to inference,
planning can also benefits
from re-using previous
information

B Saves valuable
computation time without

:ggﬁ:i;c? estimation 4 (a) — Inference (©) { ‘Update ‘Inference with Planning
¢ ® N Planning @t Update Planning with Planning
; € TASP | Zonienammsioness
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Research Outline 58

Introducing Joint Inference & Planning Related Work

Unified Model forinference’' & BSP
RUBI: Re-Use BSP for Inference update
RUBl as‘patoiyiR

iX-BSP: incremental eXpectation BSP {1X-BSP as part of JIP

Concluding remarks

Q&A
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Research Outline 39

Introducing Joint Inference & Planning
RUBI: Re-Use BSP for Inference update
iIX-BSP: incremental eXpectation BSP
Concluding remarks

Q&A
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Research Outline 40

RUBI: Re-Use BSP for Inference update

iIX-BSP: incremental eXpectation BSP

Concluding remarks

Q&A

° T TASP TECHNION AUTONOMOUS
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Research Outline i

Intreducing Jdointiinference’ & Rlanning

RUBI: Main Contributions

RUBI: Re-Use BSP for Inference update Inference & BSP today

iIX-BSP: incremental eXpectation BSP LlonslsiEnt D esuriier

REIE

Concluding remarks RUBI

Results - simulation

A
Q& Results - KITTI dataset
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RUBI: Main Contributions 42

A paradigm shift from standard Bayesian inference, inference update can be

achieved more efficiently by updating precursory planning rather than precursory
inference.

Four exact methods for updating inference using precursory planning under the
assumption of consistent data association and Gaussian models

B Paradigm for incrementally updating inconsistent data association

Comparing RUBI to current state of the art in both simulative and real-world
data, considering the problem of autonomous navigation in unknown
environments.

(Farhi17icra) (Farhi18ijrr conditionally accepted) (Farhi19icra workshop) (patent: WO2019171378A1)
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Research Outline I

Intreducing Jdointiinference’ & Rlanning

RUBI: Main Contributions

RUBI: Re-Use BSP for Inference update Inference & BSP today

iIX-BSP: incremental eXpectation BSP LlonslsiEnt D esuriier

REIE

Concluding remarks RUBI

Results - simulation

A
Q& Results - KITTI dataset
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Research Outline "

Intreducing Jdointiinference’ & Rlanning

RUBI>Main Contributions

RUBI: Re-Use BSP for Inference update Inference & BSP today

iIX-BSP: incremental eXpectation BSP LlonslsiEnt D esuriier

REIE

Concluding remarks RUBI

Results - simulation

A
Q& Results - KITTI dataset
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JIP - Joint Inference & BSP .
Moot —>
Belief
Space
Plannin
Perform
Action
Get
Measurement
@ — ﬂvﬁrm
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JIP - Joint Inference & BSP

" @
Belief \
Space
Plannin

46

Perform \
Action
Horfzon = 2
Measurement

(a) —> ‘Inference
(6) ¥\ Planning
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Belief Space Planning Formulation Today 7

BSP provides with the next (sub)optimal action(s), in reference to a Cost(Reward)
function

N » :
UpkaL_1k = argmin J(Uk:k+1—-1|k)
Up.k+L—1|k EUL

J(Uk:krL—11k)
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I ANP L | S5 momone Ao agaton [ - Referring to time , while current tinie
is
Belief Space Planning Formulation Today i

BSP provides with the next (sub)optimal action(s), in reference to a Cost(Reward)
function

* _ 0
Uphrr—1p = argmin  J(Ugpyr—1k)
Uk k+L—1|k EUEK

Skt L—1)k) = ¢i (b[Xik], wim1pk)
Objective Value Future
for horizon Belief
G LI
Y . €D TASP | Eamienamones



I ANP L | S5 momone Ao agaton [ - Referring to time , while current tinie
is
Belief Space Planning Formulation Today i

BSP provides with the next (sub)optimal action(s), in reference to a Cost(Reward)
function

* _ 0
Uphrr—1p = argmin  J(Ugpyr—1k)
Uk k+L—1|k EUEK

b+L
J(Uk:ktL—1)k) = > ci (b[Xi], wic1ik)
i=k+1
Objective Value Future
SrnanEen “ Belief
Ll
. €D TASP | Beonazgiowess



I ANP L | S5 momone Ao agaton [ - Referring to time , while current tinie
is
Belief Space Planning Formulation Today 3

BSP provides with the next (sub)optimal action(s), in reference to a Cost(Reward)
function

N » :
UpkaL_1k = argmin J(Uk:k+1—-1|k)
Up.k+L—1|k EUL

o :
J(Uupkrr—1x)= E > ci (b[Xi], wic1ik)

7 :
k+1:k+L|k i—E11 !

Obiective Value ‘uture Future
for horizon yasurel Belief
G LI
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JIP - Joint Inference & BSP .
g e
Belief
Space
Plannin
Perform \
Action
Horfzon = 2
Measurement
(a) —> ‘Jnference
== () \Tﬂmn{ng
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JIP - Joint Inference & BSP .
g e
Belief
Space Horizon = 1
Plannin
Perform \
Action
Horfzon = 2
Get
Measurement "
Leg (@) > ‘Jnference
== () \Tﬂmn{ng
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JIP - Joint Inference & BSP .
g e
Belief
Space Horizon = 1
Plannin
Perform \
Action
Horfzon = 2
Get
Measurement ond:
(@) > ‘Jnference
== () \Tﬂmn{ng
: &« TASDP | oMo
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JIP - Joint Inference & BSP
m-o—>®<®

Belief @

Space Horizon =1

Plannin \

¢ ANPL

54

Perform
Action

Get
Measurement
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Inference Formulation Today 5
Inference provides an estimation for the joint state
k+1
b[Xk+1ix+1] o< p(Xo) H P (il Ti1, Ui—1jk+1) H p (Zglkﬂ‘mi’lj)
i=1 | Totion Mode JEMijpt1 oeiromant
Data flodel
For example, maximum a-posteriori (MAP) estimation Association

M'é\lH—l Z

§ All landmark indices
¢ associated to measurementss

* —
ht1ktr1 = argmaz b Xy 1)p1)

Xk+1
NLS \U/

Factorization { from time i, while current  §
; Ritijk+1" AXpy1 = dpg1jp+1
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Inference vs. Planning 56

Inference and precursory planning (of the same action) differ in measurements

and DA . _
k+1
J
b[XkJrl!k] x p (Xo) H p (xi‘mi—laui—ﬂk) H p (ZZ-W!CI?z',lj)
. : =1 ‘EMi
Plannin or - otion Mod: 4 ) |
g Data
. Association _
k+1
J
b Xk+1ik+1] < p(Xo) H P (zi|Tic1, Ui—1)ky1) H p (Zi|k+1’xi’ lj)
| == JEM Kkt
Inferenc - N \Viaa -
e Data
. Association
e €D TASP | Femicnsmancne
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Research Outline 57

Intreducing Jdointiinference’ & Rlanning

RUBI>Main Contributions

RUBI: Re-Use BSP for Inference update Inference & BSP today

iIX-BSP: incremental eXpectation BSP LlonslsiEnt D esuriier

REIE

Concluding remarks RUBI

Results - simulation

A
Q& Results - KITTI dataset
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Research Outline 58

Intreducing Jdointiinference’ & Rlanning

RUBI>Main Contributions

RUBI: Re-Use BSP for Inference update Inference & BSP/today

iIX-BSP: incremental eXpectation BSP LlenElsient D Ll

REIE

Concluding remarks RUBI

Results - simulation

Q&A Results - KITTI dataset
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Consistent Data Association (DA) assumption 3

For consistent DA

Mk+1|k — Mk+1|k+1

DA from Planning DA from

\U/ Infaranca

Rii1)k = Rit1jk+1

Hence in order to solve the inference problem (provide with a state estimation) we

are left with updating the RHS vectgr -
k—+1|k k+1|k+1

° T TASP TECHNION AUTONOMOUS
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Inference Update 60

We devised four different methods for updating the RHS vector

OTM DU DU-O0O
Orthogonal Down-date OTM - Only DU - Only
Transformation Update Observations Observations

Matrix

® (.‘yr:\ TASP TECHNION AUTONOMOUS
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The OTM & DU Methods 61

OTM DU
Orthogonal Down-date
Transformation Update
Matrix

d —
k|k] dk+1|k: — (RZ“{:) 1(RZ+1|kdk+1]k — A?neaisGGS)

dy, = Qi v
+1|k+1 k+1|k
| +1| brot1

Rk+1yk+1 — Rk+1\k Rk+1!k+1 — Rk+1\k

° o) TA P | TECHNION AUTONOMOUS
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The Only Observations (OO) Addition 62

DU-OO

OTM - Only DU - Only
Observations Observations
w/oT pw/o T
dMotion Rk+1|ksz—|—1|kJ Rk+1|szkz—|—1|k AmeasAmeaS
drs1je+r = Qhy1p [ e ]
measurement W/Omeasure w/oT
bk+1 dk—i—/1|k — <Rk:—|/—1|k:) (Rk+1|]€dk+1|k - Aﬁeasbmeas)

dk+1|k—|—1 (Rk—|—1|k:) (Rk;|k;dk]k: + Areal measbreal—meas)

Rii1)k+1 = Brt1)k Rpstpss — Reor
k+1lk+1 = Ry

o o\ﬁ" J I“ASP TECHNION AUTONOMOUS
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Research Outline 63

Introdlicing Jointiinference & RPlanning

RUBI>Main Contributions

RUBI: Re-Use BSP for Inference update Inference & BSP/today

iIX-BSP: incremental eXpectation BSF LlenElsient D Ll

REIE

Concluding remarks RUBI

Results - simulation

A
Q& Results - KITTI dataset
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Research Outline 64

Introdlicing Jointiinference & RPlanning

RUBI>Main Contributions

RUBI: Re-Use BSP for Inference update Inference & BSP/today

iIX-BSP: incremental eXpectation BSF CONSISEM LIAASSUMHION

REIE

Concluding remarks RUBI

Results - simulation

A
Q& Results - KITTI dataset
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Results - Putting JIP to the First Test 65

We performed continuous BSP (POMDP case) in an unknown synthetic environment.

Our four methods, coded in MATLAB, were compared to:

B inference update using Standard batch approach - STD

inference update using iISAM2 efficient methodology (using C++ wrapper) - iSAM

Robot was required to visit five targets whilst not crossing a covariance threshold.

We considered known models with Gaussian additive noise and consistent DA

Our method produces an identical belief to the one received via

ISAM,
_ qunceonIy4:omputationiimewouIdbe4:omparedanc(l;ili%cusssled.
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---new States

® éyr:\ TA P TECHNION AUTONOMOUS
Nt SYSTEMS PROGRAM




Autonomous Navigation
and Perception Lab

¢ ANPL

Research Outline 69

Introdlicing Jointiinference & RPlanning

RUBI>Main Contributions

RUBI: Re-Use BSP for Inference update Inference & BSP/today

iIX-BSP: incremental eXpectation BSF CONSISEM LIAASSUMHION

REIE

Concluding remarks RUBI

Results - simulation

A
Q& Results - KITTI dataset
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Research Outline 70

Introdlicing Jointiinference & RPlanning

RUBI>Main Contributions

RUBI: Re-Use BSP for Inference update Inference & BSP/today

iIX-BSP: incremental eXpectation BSF CONSISEM LARSSUMDION

RESUIES
Concluding remarks RUBI
Results - simulation

A
Q& Results - KITTI dataset
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Relaxing the consistent DA assumption 71

Accounting for data association inconsistency between inference and
planning

Once the DA inconsistency is dealt with, we revert to the previously
presented solution - updating measurements

B The data association is corrected using QR update (existing equivalent graphical
models)

Thanks to QR update, not all variables are necessarily affected from correcting DA
inconsistency
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b Xt1|k+1]
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Belief Graphical Representations 73

(a) - Factor Graph

(b) - Jacobian and RHS
vector

RER[F[2R[%

b

H (c) - Bayes Tree

(d) - Jacobian QR
decomposition
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Correcting inconsistent DA
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Introdlicing Jointiinference & RPlanning

RUBI>Main Contributions

RUBI: Re-Use BSP for Inference update Inference & BSP/today

iIX-BSP: incremental eXpectation BSF CONSISEM LARSSUMDION

RESUIES
Concluding remarks RUBI
Results - simulation

A
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Research Outline 76

Introdlicing Jointiinference & RPlanning

RUBI>Main Contributions

RUBI: Re-Use BSP for Inference update Inference & BSP/today

iIX-BSP: incremental eXpectation BSF CONSISEM LARSSUMDION

RESUIES
Concluding remarks RUBI
Results - simulation

A
Q& Results - KITTI dataset
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We performed continuous BSP (POMDP case) in an unknown synthetic environment.

For inference update we use UD-OTM-OO, denoting a method which
updates DA and update RHS vector using OTM-OO.

M inference update using iISAM2 efficient methodology (using C++ wrapper) - iISAM

Robot was required to visit twelve targets whilst not crossing a covariance threshold.

We considered known models with Gaussian additive noise

Our method produces an identical belief to the one received via

ISAM,
_ qunceonIy4:omputationiimewouIdbe4:omparedanc(l;ili%cusssled.
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Performance Per-step - Inconsistent DA of 50%
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Research Outline 50

Introdlicing Jointiinference & RPlanning

RUBI>Main Contributions

RUBI: Re-Use BSP for Inference update Inference & BSP/today

iIX-BSP: incremental eXpectation BSF CONSISEM LARSSUMDION

RESUIES
Concluding remarks RUBI
Results - simulation

A
Q& Results - KITTI dataset

® @,{\ TASP TECHNION AUTONOMOUS
N SYSTEMS PROGRAM



Autonomous Navigation
and Perception Lab

¢ ANPL

Research Outline 81

Introdlicing Jointiinference & RPlanning

RUBI>Main Contributions

RUBI: Re-Use BSP for Inference update Inference & BSP/today

iIX-BSP: incremental eXpectation BSF CONSISEM LARSSUMDION

Results
Concluding remarks RURI
Results'= simulation

Q&A Results - KITTI dataset
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We used the well known KITTI dataset to compare UD-OTM-OO to iSAM

KITTI is a passive SLAM dataset, so before each inference session we
performed a planning session over the “optimal” action sequence.

B We used only the monocular stream as an input from the KITTI dataset.

The robot started from an un-informative prior over its initial pose, with no prior
knowledge over the environment.

Here, on real-world data, we would also compare the estimation
difference between iSAM and UD-OTM-00, although they are

= algebraically-identical. — T ‘
: @l TASP |Ssnsnean™
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The Map and Inference Update Total time
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Translation estimation error - RUBI vs iSAM
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Introdlicing Jointiinference & RPlanning

RUBI>Main Contributions

RUBI: Re-Use BSP for Inference update Inference & BSP/today

iIX-BSP: incremental eXpectation BSF CONSISEM LARSSUMDION

Results
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Results'= simulation

Q&A Results - KITTI dataset
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Research Outline 88

RUBI: Re-Use BSP for Inference update

iIX-BSP: incremental eXpectation BSP

Concluding remarks

Q&A
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Research Outline 89

iIX-BSP: incremental eXpectation BSP

Concluding remarks

Q&A
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IntroducingJointiinference & Rlanning & BSP formulation

Related work
iIX-BSP
Results

RUBI:IRe-Use'BSPionInference update

iIX-BSP: incremental eXpectation BSP o :
The Wildfire Assumption

Concluding remarks Results
IML-BSP
Q&A Results - simulation

Results - live
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Belief Space Planning Formulation 91

BSP provides with the next (sub)optimal action(s), in reference to a Cost(Reward)
function

* _ .
uk:k—i—L—1|k — argman J(uk:k+L—1|k)
U+ L —1|k EUEK

o :
J(Uupkrr—1x)= E > ci (b[Xi], wic1ik)

z :
k+1:k+L|k i—E11 !

Obiective Value ‘uture Future
for horizon yasurel Belief
G LI
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5]

Belief Space Planning Formulation 92

BSP provides with the next (sub)optimal action(s), in reference to a Cost(Reward)
function

* _ .
uk:k—i—L—1|k — argman J(uk:k+L—1|k)
U+ L —1|k EUEK

Under Maximum Likelihood (IML) Assumption

E+L
J(Uk:ktL—1)k) = > ci (b[Xi], wic1ik)
i=k+1
Objective Value Future
SrnanEen “ Belief
Ll
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Belief Space Planning Formulation 93

BSP provides with the next (sub)optimal action(s), in reference to a Cost(Reward)
function

* _ .
uk:k—i—L—1|k — argman J(uk:k+L—1|k)
U+ L —1|k EUEK

o :
J(Uupkrr—1x)= E > ci (b[Xi], wic1ik)

z :
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Belief Space Planning Formulation 94

J(u) = /P(zk+1|k‘Hk__|_1|k) Ck+1(b[Xk+1|k]7uk|k) + .. /P(Zz|k’Hsz) [C,L' + .. ] A

Zk4+1|k Zi|k

Future
Belief

Ll 1 ~ Pl Hy ygpz)

1 1 1
J(U)%— Z Ck—|—1|k+ﬁ Z Ck—|—2|k‘|_“‘ Ck—I—L—1|k+ﬁ Z [C[H_L“f}

{zrr1x} | {zk421} | B {Zk+Lik} 44
N w“. TECHNION AUTONOI .
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Rk+1|k | 2 |
Future uture
Belief candidai

1

Unden Maximum Likelihood (ML) Assumptiehfi|k = @rginax P(Zk—l—z’|k’Hk__|_7;|k)

Rk+i|k
J(u) = Ch+1|k T Ch+2|k T Ck+L—1|k T Ck+L|k
by "“ TECHNION AUTONOI S
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ML effect over estimation 96

Gaussian prior on robot pose
(mean at black square), two
types of landmarks: high (1)
and low (2) uncertainty.

Robot considers two
candidate actions: step left or

step forward.
Each colored pixel denotes a

possible ground truth within
the 10 range, and the
resulting cost value .

Although “left” is statistically
favorable, ML-BSP will choose
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IntroducingJointiinference & Rlanning & BSP formulation

Related work
iIX-BSP
Results

RUBI:IRe-Use'BSPionInference update

iIX-BSP: incremental eXpectation BSP o :
The Wildfire Assumption

Concluding remarks Results
IML-BSP
Q&A Results - simulation

Results - live

® @,{\ TASP TECHNION AUTONOMOUS
N SYSTEMS PROGRAM



Autonomous Navigation
and Perception Lab

¢ ANPL

Research Outline 98

Introducingdointiinterence’& Rlanning ™ RSP formuilation

Related work
iIX-BSP
Results

RUBI:IRe-Use'BSPionInference update

iIX-BSP: incremental eXpectation BSP o :
The Wildfire Assumption

Concluding remarks Results
IML-BSP
Q&A Results - simulation

Results - live
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Related work on Incremental Decision Making Under Uncertaintys

—__Characteristics
Y- 1o e General Distribution? Not using ML ?

FIRM
DESPOT

Planning re-use ?

is-DESPOT

_Plattitisrr
Chaves1i6iros Gaussian

Kopitkov17ijrr Gaussian
ABT

~ POMCP
SARSOP

Our iX-BSP
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Related work on Incremental Decision Making Under Uncertaintyioo

Building on POMCP, Adaptive Belief Tree (ABT) uses an offline calculated
policy. When given as input the segments of the policy affected by posterior
information, it freshly resample them (Kurniawati & Yadav 2016 )

While considering Gaussian belief under Maximum Likelihood (ML) assumption:

B Utilizing a fixed shared location for all candidate actions for calculation
re-use (Chaves & Eustice 2016)

Utilizing an augmented matrix determinant lemma to avert from belief
propagation under information theoretic cost (Kopitkov & Indelman 2017

)
Till this day, to the best of our knowledge,

Incrementally re-using decision-making under
uncertainty has not been done for the general case.
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Research Outline 101

Introducingdointiinterence’& Rlanning ™ RSP formuilation

Related work
iIX-BSP
Results

RUBI:IRe-Use'BSPionInference update

iIX-BSP: incremental eXpectation BSP o :
The Wildfire Assumption

Concluding remarks Results
IML-BSP
Q&A Results - simulation

Results - live
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Research Outline 102

Introducingdointiinterence’& Rlanning ™ RSP formuilation

Related work
iIX-BSP
Results

RUBI:IRe-Use'BSPionInference update

iIX-BSP: incremental eXpectation BSP o :
The Wildfire Assumption

Concluding remarks Results
IML-BSP
Q&A Results - simulation

Results - live
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A novel paradigm for incremental expectation BSP, with selective re-sampling of
future measurements.

|dentifying the problem of iX-BSP with selective re-sampling as a Multiple
Importance Sampling problem, and provide the proper estimator using the
balance heuristic

M Statistical comparison of iX-BSP to X-BSP (calculates expectation from scratch)

Introduce the wildfire approximation to iX-BSP, which allows one to controllably
trade accuracy for performance

(Farhi19icra) (Farhi19icra workshop) (Farhi20journal to be submitted soon) (patent: US20200327358A1)
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Supplying bounds and empirical results for the effect wildfire holds over the
objective value

Demonstrate how iX-BSP could also benefit approximations of X-BSP, e.g. iML-
BSP

B Comparing iML-BSP to ML-BSP in both simulation and live experiments,
considering the problem of autonomous navigation in unknown environments.

(Farhi19icra) (Farhi19icra workshop) (Farhi20journal to be submitted soon) (patent: US20200327358A1)
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Comparing two planning sessions 105

Present
past | | future

“Planning time k+l

Present

past : future .
| Planning time k
(i) ——>——{i)— >} ——> | .
I | I | | | |
Kk K-+l t k+L K+L+]
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Present
past v future
Planning time k+l
Present
past | future
‘ Planning time k
e
k K+ t k+L kK+L+I
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We illustrate full expectation-based BSP followed by our novel iX-BSP

Instead of performing expectation from scratch, iX-BSP re-uses previous planning session(s
® In order to keep this illustration simple we assume the following:
a single candidate action
2 samples per belief => ny=2,n;=1

Planning horizon of 3 steps
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Space
Plannin

Perform
Action

Get
Measureme

Assume we completed inference for Current time
g < 1, denotes belief at current time t
[ X1)1] _ 1
B Belief uncertainty is illustrated by an

AlRSExecute BSP to decide on next b[X1|1]©

S action
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Plannin
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Perform

Action Inferenc

Get
Measureme

Consider us => uz => Uz sequence

------
- ~a

Propagate belief with candidate action I
¢ b~ [Xay1]
| E)btalnb [X2|1] U1
Sample b X1)1]
S measurements
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Sample 110
measurements

Since we do not have access to the measurement P(Zk+’i|k|Hk_—|—i\k>

Wellhood
e sample states and given those states,

[ @ggggrem%nt?ollowmg equality

P(zkti)6 | Hy i) = /P<Zk:—|—z'|k|Xk—l—i|k) P(X g Hy gy, ) dX

Xetilk

Measureme ‘Topa;
nt Model 3]
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Plannin

¢ ANPL

Perform

Action Inferenc

Get
Measureme

Consider us => uz => Uz sequence

------
- ~a

Propagate belief with candidate action I
¢ b~ [Xay1]
| E)btalnb [X2|1] U1
Sample b X1)1]
S measurements
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X-BSF Belief 112
Space BSP
Plannin
Perform Inf
Action ISEENG
Get
Measureme
Sampling two states, i.e. nx=2 Gy}t {za1)?
and for each a single set of measurements, i.e. nQJ_-h}ZQ%]X ______ ba| X o)1)
2|1
B Consider each of the sets and the | U1
propagated belief to obtain the b Xy 1]
o posterior beliefs for future time t=2 L
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Plannin

Perform

Action Inferenc

Get
Measureme

And again for the second horizon step

Propagate future beliefs

B Sample measurements U
Calculate future beliefs b X1)1]

® éyr:\ TA P TECHNION AUTONOMOUS
Nt SYSTEMS PROGRAM



¢ ANPL

Autonomous Navigation
and Perception Lab

. Standard eXpectation
X-BSF gg;'s; BSP 114
Plannin

Perform

Action Inferenc

Get
Measureme

And for the last horizon step

Propagate beliefs

B Sample measurements U
Calculate future beliefs b X1)1]
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Belief BSP 115
Space

Plannin For Visual Reference:
FEIEH Inferenc ML:SP

Action

Get
Measureme

At each horizon step we have one candidate

ergg{ed using a single measurement sample b1 [‘bﬁiﬁq@bg [ Xo1]

® More specifically, the most likely one Uy
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Space BSP =

Plannin

Perform

Action Inferenc

Get
Measureme

For each belief we calc the reward(cost)

alue :
Rewards of the same action are averaged b1[Xop1] @a ba[Xo)1]
tﬂ%;eetl‘ber : : :
] objective for each action sequence is Uy
ﬁ%lf?Hrl?‘E%%uence with best objective value is b X1)1]
_ chosen —
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Space
Plannin

Perform

Action Inferenc

Get
Measureme

Execute action u
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Space
Plannin

Perform

Action Inferenc

Get
Measureme

Execute action u

Get measurements for time t = 2 {2212}
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Belief 119
Space
Plannin

Perform
Action

Get
Measureme

Execute action u

Get measurements for time t = 2 b[X2|2]

B Perform inference for timet =2 1
next: Execute iX-BSP to decide on next b X1)1]
S action
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iX-BSF Belief =
Space
Plannin
Perform Inf
Action ISEENG
Get
Measureme
Check whiclb; [ X/ | is clogest o] U2
to
b[X2|2]
1
b[X1|1]
o L TASP | monsammomnoys



Autonomous Navigation
and Perception Lab

¢ ANPL

Belief Distance 121

When re-using a belief, iX-BSP updates it to match the posterior

information_ " S : :
The more different it is, the more computation time is required to update it.

® For this reason we aspire to find the closest belief.

After much consideration we chose to use the square root Jeffreys D VT
divergence -

1 1 1
D 7(b,b) = 4/ §DJ — \/QDKL(be/) T i]DKL(b/Hb)

We define some critical distance value - €c as the threshold for
considering a belief as worth re-using.
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Space
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Perform

Action Inferenc

Get
Measureme

Check whiclb; [ X/ | is clogest o] U2
10
Consider its children as candidates for B[Xs(s]

m Congider u=> us => us sequence f
Propagate belief with candidate action b X1)1]

-~ | )
[
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Space
Plannin
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Perform

Action Inferenc

Get
Measureme

Obtain b~ [X3|2]
Consider old samples b[Xs)2]

B Re-use representative samples (in 1
BUSample the rest b[X1)1]
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IX-BSF' Belief 125
Space
Plannin
Feriorm Inferenc
Action 4TI
Get 4 ...... |
Measureme Us el 13,0 .

.

For re-used samples, re-use beliefs

Update these beliefs with info fromt =2 b[Xs)s]

B For the rest of the samples - calc the 1

PRYBIRyate future b[X11]

beliefs

Y . NIt Iro
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Plannin
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Perform

Action Inferenc

_____
- ~s

Get S
Measureme :

Consider old samples U9

Re-use representative samples (in blue)

B For re-used samples, re-use beliefs

Update these beliefs with info from t b X1 1]
— 2
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Plannin

127

Perform

Action Inferenc

Get
Measureme

Re-sample the rest of the

EESNEINERIS :
Calculate the rest of the beliefs

® Propagate future beliefs
Last horizon step, i.e. use X-BSP
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IX-BSF Belief Standard eXpectation e

Space BSP for last horizon
Plannin step
Perform

Action Inferenc

Get
Measureme

@
b2 [ X3)2]
Sample measurements
Calculate the beliefs B[X o]
B For each belief we calc/update the reward(cost)
Vidlighting rewards of the same action b[X1)1]
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Based on color coding, per action, samples were
taken from multiple measurement PDFs
P(Zi|Hk\kauk:i—1\k)
53:4[X4|2]
i.e. we are required to use importance sampling for proper
weig htln? %
B For this toy example we have a max of 2 different PDFs M
g.%. ?hepweight corresponding to is given by @
P(z1|H b2 [X3|2]
1 (23\ 2|2 U2|2) U9
T IpGH LP(z|H
2 (23] 1|17u1:2\1) + 3 (23] 2|2 U2|2)
b[X2|2]
For the general case, each measurement 1
can be sampled from a different b[X1)1]
o measurement PDF
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130

Perform

Action Inferenc

Get
Measureme

3

o : Q b2 | X3)2]
Weighting rewards of the same action E

The objective for each action sequence is

R%Itclgn sequence with best objective value is
chosen
b X1)1]

b[ X))
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IX-BSP- Multiple Importance Sampling Objective Estimator 131
k+I1l+L M;
J(u") ~ Z Z sz i) © @ (bm’g[XﬂkH]aU;—ukH)
1=k+14+1 m=1g=1
Num ght of «
of S 1© OT I
sample cli |
S

Using the Balance Heuristic:

2 = P(z 741 Z|Hk+l|k+lvuk+l-i_1|k+l) U
k+1+1:2 EM — )

wi (
1y .y Qm(zk+l+1

. i‘ . Tola
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Introducingdointiinterence’& Rlanning ™ RSP formuilation

Related work
iIX-BSP
Results

RUBI:IRe-Use'BSPionInference update

iIX-BSP: incremental eXpectation BSP o :
The Wildfire Assumption

Concluding remarks Results
IML-BSP
Q&A Results - simulation

Results - live
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Research Outline 133

Introducingdointiinterence’& Rlanning ™ RSP formuilation

Related work
IXSBSP
Results

RUBI:IRe-Use'BSPionInference update

iIX-BSP: incremental eXpectation BSP —— :
The Wildfire Assumption

Concluding remarks Results
IML-BSP
Q&A Results - simulation

Results - live
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We compare planning time of iX-BSP and standard BSP using expectation (X-

P).
Rfe lzsed 10 randomly generated maps, each with two goals.

B The robot is required to visit both goals with an objective that minimize
Distance to Goal (D2G) and maximize information gain

On each map we ran 20 rollouts (entire mission run), each with a different
sampled initial ground truth position.

The robot is equipped with a stereo camera and has no prior knowledge over
the environment.

We considered known models with Gaussian additive noise

B  We compare planning computation time, excluding the last horizon step which is
identical between the two
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Introducingdointiinterence’& Rlanning ™ RSP formuilation

Related work
IXSBSP
Results

RUBI:IRe-Use'BSPionInference update

iIX-BSP: incremental eXpectation BSP —— :
The Wildfire Assumption

Concluding remarks Results
IML-BSP
Q&A Results - simulation

Results - live
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Introducingdointiinterence’& Rlanning ™ RSP formuilation

Related work
IXSBSP
Results

RUBI:IRe-Use'BSPionInference update

iIX-BSP: incremental eXpectation BSP — .
The Wildfire Assumption

Concluding remarks Results
IML-BSP
Q&A Results - simulation

Results - live
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Introducing- the Wildfire approximation 139

iIX-BSP does not introduce approximations to the X-BSP solution, as it
updates all posterior information, but sometimes a belief might be already

& introduce an approximation to iX-BSP called wildfire

7

m The wildfire threshold- €ws, sets an upper bound to consider beliefs as
“close enough”

Close enough for re-
use

Once a belief meets the wildfire condition, all its dependents are considered
as wildfire as well (hence the name).
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For ews = 0, we consider only identical beliefs as close enough

For ewt = @, we consider all beliefs as close enough and never update

®  From these two edge-cases, we can deduce the choice of gwt would
have a direct impact over the objective value

Under an assumption of a-Holder reward function, we derived bounds for
this impact
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o k+I1+L () z
‘ Jk—l—l|k—|—l_<]k—|—l|k ‘S <2vln2> -)\a° L-G?Uf—F ( Z EA])

i=k+l+1 \ j=k+I+1

e

Wildfire
threshol
d

Ay = D75 (01X k1), [ Xpk]) — D5 (01X 1411, D[ X s —1jk])
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Introducingdointiinterence’& Rlanning ™ RSP formuilation

Related work
IXSBSP
Results

RUBI:IRe-Use'BSPionInference update

iIX-BSP: incremental eXpectation BSP — .
The Wildfire Assumption

Concluding remarks Results
IML-BSP
Q&A Results - simulation

Results - live
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Introducingdointiinterence’& Rlanning ™ RSP formuilation

Related work
IXSBSP
Results

RUBI:IRe-Use'BSPionInference update

iIX-BSP: incremental eXpectation BSP e :
The \Wildiire’Assumption

Concluding remarks Results
IML-BSP
Q&A Results - simulation

Results - live
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We compare planning time of iX-BSP with and without the use of wildfire

We used exactly the same scenario over the same 10 maps

B  On each map we ran 20 rollouts (entire mission run), each with a different
sampled initial ground truth position.
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Empirical Objective

bounds
We would like to provide

empirical results to the objective

error
We need to perform planning

from two beliefs sharing a
d%
history with a specific distance COyVIRRNEDE
between them A
We propagate a belief with

predicted (right) and actual (left)
measurements

To control the distance between o] T
them we introduce specific ool TT Neon)® ool TT N’
noise to the actual action. w w
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Introducingdointiinterence’& Rlanning ™ RSP formuilation

Related work
IXSBSP
Results

RUBI:IRe-Use'BSPionInference update

iIX-BSP: incremental eXpectation BSP e :
The \Wildiire’Assumption

Concluding remarks Results
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Results - live
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Introducingdointiinterence’& Rlanning ™ RSP formuilation

Related work
IXSBSP
Results

RUBI:IRe-Use'BSPionInference update

iIX-BSP: incremental eXpectation BSP e :
The \Wildiire’Assumption

Concluding remarks Results
IML-BSP
Q&A Results - simulation
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As iX-BSP was formulated over the original un-approximated problem of
X-BSP, we believe it can also benefit all existing approximations of X-

BSP
To support this claim we introduce the ML approximation to iX-BSP, and

denote the result as iIML-BSP

k+1+L

JML () ~ Z {wi - T (b[Xi|k+l]au;;—1|k—|—l)}
i=k+1+1

P(2k+i+1:0 | Heqt]k41> Uk t1:i—1|k+1) NOMINA
q(Zkyit1:4) Sarmioet e e

w; —
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Related work
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We compare planning time of iML-BSP and
standard BSP using ML (ML-BSP).

We used a randomly generated map, with two goals.

B The robot is required to visit both goals with an
objective that minimize D2G and maximize

information gain _ -
We ran 1000 rollouts (entire mission run), each

with a different sampled initial ground truth

osition. : :
he robot is equipped with a stereo camera and

has no prior knowledge over the environment.

We considered known models with Gaussian additive noise
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Results - simulation
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We compare planning time of iML-BSP and

Weﬁ&?d the pioneer 3AT robot, equipped with
ZED stereo camera and Hokuyo UTM-30LX

Lidar
The robot is required to visit set of goals with

an objective that minimize D2G and maximize
information gain

We ran two experiments, 35m and 148m long.
The robot has no prior knowledge over the

environment, and no usage of offline
calculations

We considered known models with Gaussian AR

w b N
AR TS W A TR N

additive noise
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Planning computation time - 35m run
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Involved Factors - 35, run

== Fac. added k+1lk+1
== Fac. of known Var. k+1lk+1 == Fac. rem. k+1lk
‘| = Fac. added k+1k Fac. added k+1lk

’

10 20 | 10 20
Planning Sessions Planning Sessions
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Planning computation time - 148, run
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== horizon steps 1:3 - ML-BSP
== 4™ horizon step ~ |== iML-BSP
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Involved Factors - 148, run

== Fac. added k+1lk+1
== Fac. of known Var. k+1lk+1 == Fac. rem. k+1lk
Fac. added k+11k Fac. added k+1lk

20 40 | 20 40
Planning Sessions Planning Sessions
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iIX-BSP: incremental eXpectation BSP

Concluding remarks

Q&A
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Concluding remarks
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We introduced the novel concept of Joint Inference & Planning - JIP

Inspired by JIP, we created two new approaches for inference update (RUBI) and

BSP (iX-BSP)
g RUBI provides efficient inference update using precursory planning session

calculations.
iIX-BSP provides efficient BSP by incrementally updating previous planning

calculations.

JIP, consisting of RUBI and iX-BSP, provides with an exact solution to the original
standard plan-act-infer system, with a reduced computational effort

This new approach of “symbiosis" might also pave the way into abilities we have yet to discov

® (.‘yr:\ TASP TECHNION AUTONOMOUS
N SYSTEMS PROGRAM



Autonomous Navigation
and Perception Lab

¢ ANPL

Research Outline 168

Concluding remarks
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Intreducing Jdointiinference’ & Rlanning

RUBI:IRe-Use'BSPionInference update

IXSBSPincremental'ieXpectation'BSP

Concluding remarks

Q&A

® @,{\ TASP TECHNION AUTONOMOUS
N SYSTEMS PROGRAM



Autonomous Navigation
and Perception Lab

¢ ANPL
Q & A Session 170

Q & 4

Thanks for Listening
We'll be answering Questions Now
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