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Abstract

The term Robotic Perception refers to acquisition of sensor measurements and their pro-
cessing to produce a representation of a robot’s (more generally — autonomous agent’s)
state and environment. To operate reliably, an autonomous robot needs to be resilient
to noisy and partial sensor measurements, actuation errors, and data association ambi-
guity, i.e. an autonomous robot is bound to operate under uncertainty. Semantic Per-
ception means constructing a representation that is beyond geometric, e.g. capturing
categories of environment elements such as places and objects. Perception of seman-
tics is required for autonomous robots to be able to perform a wide range of tasks in
less structured environments and alongside humans. However, semantic measurements
violate assumptions commonly made by perception systems: they are viewpoint depen-
dent and spatially correlated. Additionally, as semantic measurements are commonly
obtained from deep learning models they are also affected by model uncertainty — un-
certainty in a learned model’s output induced by departure from the training set. This
thesis explores approaches to semantic perception formulated as semantic SLAM on the
level of objects. We utilize viewpoint-dependent models to capture the spatial variation
in a semantic measurement for an object of a given class and show how these can be
used in perception under uncertainty for mutual disambiguation of geometry and se-
mantics, facilitating data association and for inference in an induced latent continuous
semantic representation space. We start by developing an approach for object classi-
fication by a moving robot under localization uncertainty, while accounting for model
uncertainty and correlations among viewpoints. We then address object SLAM with
unknown data-association using viewpoint-depedent class models for disambiguation,
in particular addressing perceptual aliasing. Finally, we propose a novel formulation
for object SLAM through inference of object semantic representation vectors over a la-
tent representation space induced by a viewpoint-dependent model learned with weak

ground-truth requirements.
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and Abbreviations

Data association at time-step k

A set of classifier outputs

Control action taken from pose x

Set of control actions taken between time-steps k and 1
A latent semantic representation of the object

The set of vectors of dimension n with positive integer
elements.

Set of observations taken between time-steps k and 1
Sequence of poses between time-steps k and 1

Sequence of relative poses between time-steps k and 1
An object class

A feature extractor

Classification output vector

Robot’s relative pose with respect to object o

Robot’s pose at time-step k

Observation obtained at time step k

History at time k comprised of observations Zg.;, and user
controls Up.r—1

History at time k before observation k was obtained.
Posterior probability of the object to belong to class ¢
given all measurments and user controls up to time k
Set of object classes

A set of per-object latent semantic representations
Geometric landmarks

Set of object poses

Object pose

Training set

Convolutional Neural Network

Data Association

Deep Learning

Evidence Lower Bound



EM

GP

i.i.d.
MCMC
MDP
MGR
MLP
MSDE
POMDP
StM
VAE

Expectation Maximization or Minimization, subject to
context

Gaussian Process

Independent Identically Distributed

Markov Chain Monte Carlo

Markov Decision Process

Most likely to ground truth ratio

Multi Layer Perceptron

Mean squared detection error

Partially Observable Markov Decision Process
Structure from Motion

Variational Auto-Encoder



Chapter 1

Introduction

1.1 Motivation

Perception under Uncertainty

The term Robotic Perception refers to acquisition of sensor measurements and their
processing to produce a representation of a robot’s state and environment. It is a fun-
damental constituent in allowing mobile robots to operate autonomously, i.e. without
a human operator. An autonomously operating robot uses the constructed state and
environment representations for decision making - choosing its next actions w.r.t. its
task . As sensor measurements are noisy and partial (i.e. they only carry partial in-
formation about the state of the robot and its environment), an autonomous robot is
compelled to operate under perpetual uncertainty w.r.t. to its state, which characterizes
the distribution of estimate error as a result of the partial information in sensor mea-
surements. This uncertainty must be maintained and accounted for in decision making
in order for the robot to operate safely. Another type of uncertainty that arises in au-
tonomous operation is uncertainty in data association - the association of robot sensor
measurements to elements in the environment producing them. Incorrect association
acts as an outlier in the state estimation and can easily have catastrophic effects on the
estimates. A particularly challenging case of data association uncertainty arises as the
result of perceptual aliasing - whereby different parts of the environment produce the
same observations, meaning that data association cannot be correctly resolved based
on obtained measurements. To safely address perceptual aliasing, uncertainty in data
association needs to be maintained until disambiguating measurements are obtained.
This is commonly done with mixture models, leading to challenging mixed - continuous
and discrete estimation problems.

Following progress in hardware capabilities and algorithmic approaches (Cadena et
al. [11] and Garg et al. [38]), autonomous robots are increasingly present in a growing
multitude of domains: from the now-widespread indoors floor-cleaning robots through

autonomous mowers and pool cleaners, to underwater and flying inspection drones, to



underground rescue and to space applications. The fundamental task of perception
and the set of tools to address it remain highly overlapping across domains. The
set of established methods for estimating and maintaining the geometric structure of
the robot’s environment and its state are known as “Simultaneous Localization and
Mapping” - SLAM.

Semantic Perception

While for some applications a purely geometric understanding of the environment can
be fully sufficient, robot autonomy in other tasks, which are less structured, require of
the robot a more refined understanding of its environment - beyond purely geometry
(Garg et al. [38]). For example, a robot navigating an urban environment might need
to distinguish static environment features from various road users, traffic signs as well
as some elements of the environment that would help it to position itself globally. An
agricultural robot might need to distinguish and navigate among crops and a home
assistant robot among the different parts of a house, its inhabitants, and the various
objects found in it. Perception that goes beyond geometry is called Perception of
Semantics, or Semantic Perception. Semantics establish a language common to humans
in terms of which robot tasks can be specified and constraints established (Kostavelis
and Gasteratos [62]). They also carry multiple benefits for autonomously operating
robots - providing strong position disambiguation cues e.g. for loop closure detection,
and for aiding data association, in particular - resolving perceptual aliasing as will
be discussed later on, as well as allowing a sparse representation of the environment,
which can be efficiently maintained and communicated, e.g. across a team of robots
(Choudhary et al. [17]).

Semantic Measurements

The latest renaissance of deep learning (LeCun, Bengio, and Hinton [70] and Kos-
man and Di Castro [61]) has provided fairly reliable methods to extract rich semantic
information from raw measurements of the environment, such as images of different
modalities, audio and video, written text, Lidar and Radar point clouds, and many
more - paving the way for Robotic Semantic Perception. Deep learning methods are
based on variants of multi-layer Perceptron (MLP) models (shown to be universal ap-
proximators by Hornik [44]) with parameters fit to produce desired output - also called
Deep Learning Models (or Deep Models). The per-timestep semantic information thus
extracted can be referred to as semantic measurements. The availability of semantic
information has spurred research in the robotics domain into how it can be incorporated
in perception.

One of the key issues (Siinderhauf et al. [120]) that arise when semantic measure-
ments are to be utilized in the context of robotics is that of domain-, or covariate-shift.

Deep learning models are generally fit, or trained, on a finite set of data (“training



set”), with their performance verified on a “validation” and “test” sets, which are gen-
erally assumed to follow the same probabilistic distribution as the training set. The
validity of the outputs of such models for inputs outside of the training distribution
is not guaranteed, and worse - their behavior is known to be arbitrary and unstable.
This may not pose a significant problem for common applications in the field of e.g.
computer vision (which was originally the focus of modern Deep Learning research
Krizhevsky, Sutskever, and Hinton [63] and LeCun et al. [69]), where the input domain
can be assumed to be well-represented by the training data and the cost of a single
algorithm error is not high or can be mitigated. This however is a major issue for
robotics applications, where a robot needs to function safely across all possible applica-
tion environments, which may differ significantly from those covered by training data
(hence, “domain shift”), and where a perception error may lead to incorrect physical
actions executed by the robot, possibly entailing serious consequences.

In a general sense, semantic measurements behave differently from geometric mea-
surements which are classically used (and which they complement). A ubiquitous fun-
damental assumption in geometric observation models is that of measurement inde-
pendence: measurements taken at different time steps are assumed to be statistically
independent given robot and environment state. This assumption is readily broken
by semantic measurements, as e.g. multiple successive observations of the same static
object from the very same or spatially close, viewpoints add little new semantic informa-
tion. Treating such measurements as independent amounts to accounting multiple times
for the same identical measurement, which leads to an over-confident state estimate,
which may be correct, or incorrect - either way not reflecting the true uncertainty. A
further particularity of semantic measurements is viewpoint-dependence: empirically,
as e.g. an object is viewed from multiple viewpoints, the output of a Deep Model fluc-
tuates as the object appearance and background changes with viewpoint. For an object
detector and when viewing an object from uncommon viewpoints (that are likely not
represented in the training set) the detection may be completely misclassified (or even
missed altogether).

Another major challenge associated with semantics stems from that their discrete
nature leads to combinatorial complexity of representation. Humans associate elements
of the environment with a finite set of words describing them in terms of predominantly
discrete properties: a discrete category e.g. a tree, a chair, a lamppost, a discrete
color and characterization - e.g. yellow, blue, tall or wide, etc. A single discrete
property translates in the estimation problem into a set of hypotheses associated with
the corresponding element of the environment, the maximum number of hypotheses
being the number of possible values of the property in the worst case. More than
one discrete property results in a combinatorial number of hypotheses, amounting to a
severe problem of representation for semantics.

Finally, related to covariate shift but a severe limitation in its own right is the

scarcity of tagged, or “groundtruth” training data, coupled with robot state uncer-



tainty (or Partial Observability). Training Deep Learning Models requires the expected
outputs (i.e. groundtruth) to be specified (possibly, implicitly) for the training (as well
as validation and possibly also test) data. While generally obtaining groundtruth is
more often than not difficult and costly, in the robotics domain the challenge is greatly
amplified by two additional factors: one is the richness of information required to allow
the robot to adequately interpret its environment, two - is the fact that the state of
the agent acquiring the training data (often a robot itself) is usually uncertain, due to
the factors outlined above. Thus, even providing adequate expected outputs does not
automatically guarantee the ability to obtain a sound Deep Learning Model to solve a
task.

1.2 Overview

The present thesis can be categorized as part of the effort towards Semantic Perception
for autonomous robots. Focusing on Semantic SLAM, i.e. localization and mapping on
the level of semantics, it deals explicitly with the properties of semantic measurements

outlined above, addressing the associated challenges.

Viewpoint-Dependent Models

A key observation is that while the output of a semantic feature detector (e.g. Deep
Learning Model) fluctuates with viewpoint w.r.t. a semantic element of the environ-
ment (e.g., an object), it does so in a predictable way, depending on the viewpoint
up to noise. Semantic Measurements can be used to construct a statistical model
capturing this viewpoint-dependent response, a viewpoint-dependent semantic mea-
surement model. A model constructed in this way relates the robot viewpoint relative
to the object when capturing a measurement, to the semantic measurement obtained,
probabilistically relating geometry and semantics and thus providing for their mutual

disambiguation.

Contributions

This thesis explores approaches for semantic perception under uncertainty utilizing
viewpoint-dependent models to address challenges associated with semantic measure-
ments in the context of object-based localization and mapping (Object SLAM Salas-
Moreno et al. [109]). In a first direction semantic observation models are constructed
capturing both viewpoint dependence and inter-viewpoint correlations of semantic mea-
surements. The observation models are subsequently used for object classification un-
der model and localization uncertainty. In a second direction, viewpoint-dependent
semantic measurement models are employed to enhance disambiguation in the context

of object-based localization and mapping (with multiple objects). A third direction



proposes a novel semantic environment representation with a per-object continuous se-
mantic description implicitly obtained by constructing a viewpoint-dependent model.

Specifically, the approaches to semantic perception contributed in this thesis are:

1. An approach for spatially-dependent object classification under model and local-
ization uncertainty, capturing viewpoint dependence of semantic measurements

as well as inter-viewpoint correlations.

2. An approach for data association-aware semantic mapping and localization via a

viewpoint-dependent classifier model.

3. An approach to semantic mapping and localization via continuous inference in a

learned semantic space with a viewpoint-dependent measurement model.

Thesis Structure

The remainder of the thesis is organized as follows. In Chapter 2 we survey literature
related to the thesis topics. Chapter 3 through Chapter 5 describe the contributed
approaches: Chapter 3 explores object classification under model and localization un-
certainty utilising viewpoint dependent models. Chapter 4 describes an approach to se-
mantic mapping and localization while explicitly addressing data association and using
viewpoint-dependent models to aid disambiguation. Chapter 5 describes a novel for-
mulation of semantic mapping and localization as a fully continuous inference problem,
where inference of semantics occurs in a latent space induced by a learned viewpoint-
dependent model. We conclude in Chapter 6 by reviewing the thesis contributions and

main findings, and outlining possible future research directions.
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Chapter 2

Literature Review

2.1 Geometric Perception: SLAM

We start, by briefly reviewing the SLAM techniques which the present work expands on
towards perception of semantics. The foundation of the currently prevalent approaches
to SLAM has been largely developed in the late 2000’s, with the standard formulation
being based on probabilistic joint maximum-a-posteriori inference over variables of
interest (Cadena et al. [11]) - describing robot and environment state - a smoothing,
rather than filtering approach (Strasdat, Montiel, and Davison [116]), first proposed
about a decade before it took strong hold (Lu and Milios [72], Gutmann and Konolige
[41], and Dellaert and Kaess [22]). Two key elements in modern SLAM approaches are
exploitation (and maintenance) of the sparsity of the square root information matrix,
in an incremental way (Kaess, Ranganathan, and Dellaert [51], Kaess et al. [49], and
Polok et al. [101]), to continuously update a MAP estimate in real time. A commonly
used formalism to describe a SLAM problem is a factor graph (Kschischang, Frey, and
Loeliger [64]). A factor graph is a bipartite undirected graph, with a node for each
variable and for each probabilistic factor in the joint posterior decomposition, and
edges connecting variable nodes with factors they participate in. In the context of
visual SLAM, i.e. SLAM operating on RGB images, a distinction can be mentioned
between direct SLAM methods and indirect or feature-based SLAM methods. Direct
SLAM approaches (e.g. Newcombe, Lovegrove, and Davison [89], Engel, Schops, and
Cremers [26], and Engel, Koltun, and Cremers [25]) optimize per-pixel photometric
error between frames as function of the estimated poses and scene geometry, while
feature-based approaches (e.g. Klein and Murray [58], Campos et al. [12], and Rosinol
et al. [107]) pre-process frames by extracting features which are assigned to variables
(landmarks) in the estimation problem. The approach taken in this thesis is closer to

the latter, as objects (semantic features) in the environment are treated as landmarks.
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2.2 Semantic SLAM, Object-Centric Perception

We briefly review the context of this research in the field of semantic SLAM. Com-
prehensive surveys which cover more diverse aspects are provided in Kostavelis and
Gasteratos [62], Stinderhauf et al. [121], Cadena et al. [11], and Stinderhauf et al. [120].

While focusing on geometric perception, early work proposed to complement metric
information with a hierarchical qualitative map (Kuipers and Byun [66], Kuipers [65],
and Kortenkamp [60]), sometimes called “cognitive map”, which was backed by psy-
chology research of human spatial perception (Tolman [127]). At least as early as mid
2000’s work explicitly introduced semantics into the representation hierarchy (Tapus,
Tomatis, and Siegwart [123] and Galindo et al. [37]), in particular in the form of ob-
ject positions and labels (as well as place labels, directly extending past cognitive map
approaches), citing the necessity of semantic map information for human-machine in-
teraction and efficiency of representation (Vasudevan et al. [128] and Ranganathan and
Dellaert [103]). Early methods were severely limited by object detection performance.
Ranganathan and Dellaert [103] proposed an inference formulation joint with object
detection based on image cues and learned models, which they perform using MCMC
(Barbu and Zhu [7]). Later work continued to develop the object-centric approach.
Bao et al. [6] formulated a joint energy-based SfM with points (landmarks), objects,
and (planar) regions, which they solved through global optimization - simulated an-
nealing (Kirkpatrick, Gelatt Jr, and Vecchi [57]). Choudhary et al. [16] formulated
SLAM with objects segmented as part of inference based on the assumption of objects
being supported by a planar surface. Salas-Moreno et al. [110] implemented what was
probably the first large-scale capable, real-time 3D SLAM system using a spatial repre-
sentation based on objects (as opposed to augmenting a geometric map with detected
objects). They detected objects based on depth measurements using generalized Hough
transform-based method (Ballard [5] and Drost et al. [24]), requiring CAD models for
all mapped objects to operate. Object detections were used as measurements to refine
estimates, but without notion of detection or classification uncertainty, which was not
part of the inference. With the introduction of deep object detectors (Girshick et al.
[39], Redmon et al. [105], and Liu et al. [71]) they were incorporated in semantic infer-
ence as virtual sensors providing a measure of classification uncertainty. Omidshafiei et
al. [92] and Mu et al. [87] formulated hierarchical inference of object SLAM jointly with
class model parameters. Bowman et al. [10] implemented real-time inference mapping
and performing loop closures with objects while also using point landmarks for visual
odometry. Stnderhauf et al. [122] and McCormac et al. [80] proposed SLAM systems
which simultaneously compute 3D models for discovered objects (but only McCormac
et al. [80] incorporated the objects in probabilistic inference). Nicholson, Milford, and
Stinderhauf [90] computed bounding quadrics to represent detected objects in inference
(as opposed to representing an object with only centroid location). A more recent

parallel line of research aims to reconstruct a dense map (e.g. mesh) augmented with
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semantics (categories of map elements), as opposed to a sparse map of objects inside
a geometric representation - e.g. occupancy grid or pointcloud. McCormac et al. [81]
generate and fuse semantic labels for a dense map constructed by the method of Whe-
lan et al. [130]. They motivate dense mapping by being useful for robot control, e.g.
collision detection. However, a dense representation is arguably less efficient and diffi-
cult to use for planning. Zhi et al. [136] construct a dense semantic map by estimating
then fusing latent per-timestep “scene codes” using a learned decoder as observation
model. Rosinol et al. [107] and Hughes, Chang, and Carlone [46] present a system with
a hierarchical representation based on dense semantic SLAM - combining advantages
of dense and sparse mapping. They construct a metric-semantic mesh in real time
then process it to extract entities on multiple hierarchical levels (objects and agents,
places, rooms, buildings). Sucar et al. [117] perform semantic SLAM by jointly localiz-
ing and learning an implicit scene representation inspired by “Neural Radiance Fields”
Mildenhall et al. [83].

2.3 Fusion of Semantic Measurements

One simple common form of semantic measurements is (for example, object) classifica-
tion obtained at the output of a classifier unit. Such classification can take the form of
(in order of increasing richness) the most likely class identity (equivalent to a “1-hot”
vector, i.e. vector with all elements zero but for one 1 corresponding to the index of
the class in question), the most likely class identity along with detection score, which
can usually be interpreted as probability, or an entire classification vector, specifying
a categorical distribution over classes of interest. Most likely class output may be un-
stable. As an example at the time of this writing state of the art top-1 (most likely
class) accuracy on the ImageNet dataset (Russakovsky et al. [108]) is 91% (Yu et al.
[135]). Accuracy for a model deployed on a robot (and hence subject to runtime and
power limitations), acting on measurements obtained in diverse environments can be
expected to be lower. The possible implication of a single mis-classification to methods
that perform sparse mapping with objects is a failed or wrong data association in a loop
closure and as a result, complete corruption of the estimate, explaining why perception
methods commonly filter semantic measurements.

Perception methods performing fusion of classifier measurements can be roughly
split into methods directly fusing classifier scores (Patten et al. [96], Pillai and Leonard
[99], and Omidshafiei et al. [92]), and methods matching classifier measurements to a
statistical model (Bowman et al. [10], Patten, Martens, and Fitch [97], Teacy et al. [126],
Atanasov et al. [2], Omidshafiei et al. [92], Velez et al. [129], Becerra et al. [8], Tchuiev
and Indelman [125], and Mu et al. [87]). Patten et al. [96] and Pillai and Leonard [99] use
a classifier unit producing a distribution over classes, i.e. a categorical vector describing
class likelihood given an input measurement, fusing measurements by directly applying

Bayes rule. Bowman et al. [10] use most-likely-class measurements with the classifier
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confusion matrix as the measurement model. In a joint hierarchical Bayesian inference
formulation, Omidshafiei et al. [92] use a Dirichlet class model with categorical vector
measurements. In a sense this method belongs to both groups, as only a single noise
parameter is inferred per-class, amounting to an assumption that noise-free classifier
output is a 1-hot-vector denoting class. Mu et al. [87] use a Dirichlet class model with
a general vector noise parameter with a categorical measurement model (using only the
identity of the most - likely class output by the classifier), likewise performing a joint
hierarchical inference of states and model parameters. Tchuiev and Indelman [125] also
use a Dirichlet class model with a general noise parameter, incrementally maintaining
a Dirichlet classification posterior to quantify model uncertainty.

All methods described above use classifier measurement models that are not ex-
plicitly parametrized by viewpoint. While this makes class inference trivially agnostic
to pose estimation errors, downsides include overly-pessimistic noise model, as vari-
ations in measurements due to viewpoint changes are interpreted as noise, and more
importantly, over-confident inference due to not accounting for the reduced information
value of spatially correlated measurements. It is therefore not surprising that active
perception methods utilizing semantic measurements tend to use viewpoint-dependent
models, which allow to better quantify information value of future views for plan-
ning. Atanasov et al. [2] use a measurement model based on VP-Tree object detector
(Atanasov et al. [2]), parameterized by object class and orientation relative to camera,
to perform non-myopic planning for inference of object class and orientation. Closely
related to our method Velez et al. [129] and Teacy et al. [126] use Gaussian Processes
(GPs) to model detector responses for objects of a given class, capturing spatial cor-
relations by learning parameters of the GP kernels. Patten, Martens, and Fitch [97]
also use per-class GP observation models of point-cloud features. Aydemir, Bishop,
and Jensfelt [3] explored inference with viewpoint-dependent models with a general
classifier output vector. However, the above assume robot localization is known, which
in reality is a simplification. Becerra et al. [8] relax the assumption of known localiza-
tion, however, discretize pose space both for localizing the robot and in the viewpoint

dependent class model representation.

2.4 Model Uncertainty

Model uncertainty is uncertainty in model output that is due to the covariate shift, or
difference between training and test distribution (Gal and Ghahramani [35] and Kendall
and Gal [53]). As modern classifiers are ubiquitously based on Machine Learning and
robots may be deployed in environments different from the ones the classifier had been
trained on, the issue of covariate shift needs to be addressed. Several methods have
been proposed for efficiently obtaining the (approximate) predictive uncertainty in the
output of Deep Neural Networks associated with covariate shift, including MC-Dropout
(Gal and Ghahramani [35]), Bootstrapping (Osband et al. [93]), ensembles (Lakshmi-
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narayanan, Pritzel, and Blundell [68]) and, more recently, Prior Networks (Malinin
and Gales [75]) and recently Harakeh, Smart, and Waslander [43] and Harakeh [42] ex-
plore obtaining the covariate shift-induced predictive uncertainty for object detectors.
While these are used, among else, for efficient exploration and active learning (Osband
et al. [93] and Gal, Islam, and Ghahramani [36]), safe decision making (Malinin et al.
[76], Liitjens, Everett, and How [73], and McAllister et al. [79]), semantic segmentation
(Kendall, Badrinarayanan, and Cipolla [52]), camera localization (Kendall, Grimes,
and Cipolla [54]), and the more closely related methods of Miller et al. [85, 84] incor-
porate model uncertainty into merging strategy of object bounding box detections in a
single frame, we are not aware of existing approaches for fusion of classification mea-
surements over multiple frames/viewpoints attempting to account for covariate shift,
except for the authors work (Tchuiev and Indelman [125], Feldman and Indelman [29],
and Tchuiev, Feldman, and Indelman [124]). Tchuiev and Indelman [125] fuse class mea-
surements carrying model uncertainty information represented with a Dirichlet distri-
bution, however without considering localization inference or spatial correlation among
measurements. Tchuiev, Feldman, and Indelman [124] perform classification as part
of hybrid inference under localization uncertainty, however not addressing correlations

among viewpoints or model uncertainty.

2.5 Data Association and Mixed Inference

SLAM systems can commonly be split into a front end, preprocessing arriving mea-
surements and adapting them to the internal representation, and a back end, which
performs inference, fusing all available measurement information to produce estimates.
Data association (DA) is commonly handled by the front end, avoiding the mixed in-
ference problem which arises when modeling data association uncertainty in inference.
In such methods if the backend assumes that data association is solved, errors in data
association introduced by the front end usually would lead to estimate corruption (La-
joie et al. [67]). In such methods the backend sometimes attempts to discover and
reject wrong associations (outlier rejection) base on consistency checks, e.g. Mangelson
et al. [77] and references therein (done e.g. in the recent Kimera and Hydra semantic
mapping libraries presented in Rosinol et al. [106] and Hughes, Chang, and Carlone
46]).

Perceptual aliasing is a case of data association uncertainty which cannot be solved
by the front end, since it requires additional measurements, which can only be incor-
porated through inference, i.e. backend. Perceptual aliasing is a common case in an
environment with repetitive elements, such as are especially many artificial environ-
ments (Pathak, Thomas, and Indelman [95]), motivating research into how to address
data association as part of inference.

An early work on DA is joint probability data association, JPDA (Fortmann, Bar-
Shalom, and Scheffe [33]) which considers all possible DA hypotheses without prun-
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ing (however in the context of multi-target tracking), therefore being computationally
slow. Wong, Kaelbling, and Lozano-Pérez [131] used a Dirichlet Process Mixture Model
(DPMM) for data association for a partially observed environment. Stnderhauf and
Protzel [119] proposed an approach to detect faulty loop closures that lead to erroneous
data association in back-end optimization. Olson and Agarwal [91] proposed a robust
approach that uses max-mixture models. Carlone, Censi, and Dellaert [13] classified
measurements as coherent or not, thus predicting if they will result in erroneous data
association. Indelman et al. [47] addressed data association using a combination of EM
and model selection based on Chinese Restaurant Process.

Related work that considered data association in the context of semantics are the
approaches of Mu et al. [87] and Bowman et al. [10], which considered data association
as part of a joint semantic and geometric formulation. However, both works propose an
iterative optimization algorithm which may converge to a local minimum. In contrast,
the robust inference approach in Pathak, Thomas, and Indelman [95] maintains the
relevant components of the mixture posterior, until full disambiguation is possible,
however, not considering semantic information. Another approach to tackle the data
association problem is a convex re-formulation that is robust to outliers by Carlone
and Calafiore [14], however robustness is empirical, and probability of wrong matches
is not directly maintained.

Milan et al. [82] presented a method based on LSTM neural network for data as-
sociation, training it on the MOTChallenge dataset. Farazi and Behnke [27] expended
on the above work to visually track and associate between identical robots using an
LSTM based approach. Milan et al. [82] and Farazi and Behnke [27] are both deep
learning based approaches, where a key question is how far the deployment scenario is
from the training set, i.e. covariate shift.

More recently, Lajoie et al. [67] performed inference on a hybrid factor graph
(“discrete-continuous graphical model” DC-GM) producing near-optimal estimates via
convex relaxation. Hsiao and Kaess [45] developed a general framework extending that
of Kaess et al. [50] for multi-hypothesis inference using a hypothesis tree, pruning and

calculation reuse across tree levels.

2.6 Inference with Learned Models, Learned Semantic Rep-

resentations

The expressiveness of Deep Learning Models has allowed their use as measurement
models learned from data, for cases where an analytical model is complicated or does
not exist. Dosovitskiy et al. [23] learned a viewpoint-dependent model that given view-
point and object class generates an image of the object from that viewpoint, demon-
strating some generalization. Baikovitz et al. [4] learn a model to map measurements

of ground-penetrating radar to ego-motion (pose difference between the corresponding
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time steps), and similarly do Sodhi et al. [113] for tactile measurements. In both cases
the learnt model defines a factor subsequently used in factor-graph inference. Kopitkov
and Indelman [59] does likewise (however only for inference of localization). Sodhi et al.
[112] formulates a general framework for learning an observation model as part of in-
ference, i.e. the learning objective being precise inference using the model (as opposed
to supervised training of the model outside of inference otherwise).

Other recent approaches simultaneously learn a discriminative model and a latent
space the model is conditioned on. Bloesch et al. [9], Czarnowski et al. [18], and Matsuki
et al. [78] represent per-frame depth images with latent variables, then jointly refine
depth for all frames using a learned depth measurement model over the latent space in
(or in conjuction with Matsuki et al. [78]) a SLAM formulation. Using a similar idea
for semantics, Zhi et al. [136] construct a dense semantic map by estimating then fusing
latent per-timestep ”scene codes” using a learned decoder as measurements model. Yu
and Lee [133] and Sucar, Wada, and Davison [118] learn a latent representation of
object shape and use the corresponding model to perform inference (i.e. the learned
latent space corresponds to per-object shape descriptors). Yu, Moon, and Lee [134]
use a similarly learned model to perform joint inference over object shape and discrete
category, in a EM formulation.

The latter are reminiscent of generative models (Kingma and Welling [56] and Good-
fellow et al. [40]) and in fact build upon the vast research in that area. Closely related
are conditional GANs (Mirza and Osindero [86]) however without the randomization
in the generator and conditional VAEs (Sohn, Lee, and Yan [115]). In contrast to
common generative models however, the goal is commonly not necessarily to generate
an interpretable element in the measurement modality, but rather use the decoder,
or generator to optimize the latent space variable (as well as additional conditioning
variables) as part of SLAM inference.

Another field related to learning latent descriptors is that of unsupervised represen-
tation learning. Pirk et al. [100] learn object representations which emergently capture
semantics, in an unsupervised manner, for associating detections in consecutive frames.
Le-Khac, Healy, and Smeaton [55] review and describe a general framework for con-
trastive representation learning. However that field is not concerned with models for

inference.
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Chapter 3

Spatially-dependent Bayesian
Semantic Perception under
Model and Localization

Uncertainty

3.1 Introduction

In this chapter we develop a method for fusion of classifier measurements focusing
on classification of a single object, viewed by a moving robot under localization and
model uncertainty. We make the following contributions: First, we show how view-
point - dependent class models capturing both viewpoint—dependent variation and
spatial correlation in classifier scores can be applied under uncertain localization with
continuous pose. Second, we incorporate semantic measurements carrying information
of model uncertainty in inference, allowing classification to be robust to dataset shift,
by reflecting the associated uncertainty in the posterior. Finally, our method uses the
entire classification vector/semantic measurement output by the classifier, making it
more general. We validate the approach in MATLAB simulation, in a 3D simulated
environment using the UnrealEngine game engine, and finally with real images from
the BigBIRD (Singh et al. [111]) and AVD (Ammirato et al. [1]) datasets.

3.2 Problem Definition and Notations

Consider a robot traversing an unknown environment, taking observations of different
scenes. The robot’s motion between times k£ and k41 is initiated by a control input ug,
that may originate from a human user, or be determined by a motion planning algo-
rithm. We denote the robot’s pose at time instant k by xy, and by Xo.x = {xo,..., 2k}
the sequence of poses up to that time. Let Hy = {Up.x—1, Zo.x} represent the history,
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Figure 3.1: Left: Viewpoint-dependent variations in classifier outputs are modeled as
noise if viewpoint-dependence is ignored. The GP model for an object class (Sec. 3.2.2)
is created from classifier output samples (entire classification vectors) at known relative
locations around object. In our simulation scenarios, samples and their locations were
specified manually for each of the classes. Right: The robot acquires observations along
a track in the vicinity of the object of interest. At each time step, the classifier outputs
a cloud of classification vectors reflecting the model uncertainty, unlike a single vector
measurement (red dot) or a component thereof in other approaches.

comprising observations Zy. = {zo,...,2r} and controls Uy.x—1 = {uo,...,ur—1} up
until time k. We focus on the task of classification of a single object belonging to one

of N. known classes, denoted by indexes C = {1,..., N.}.

Our goal is to maintain the classification posterior, or belief, at time instant k:
blek] =P(c | Hg). (3.1)

The classification posterior is the probability of the object in question to belong to
class ¢ € C, given all measurements and user controls up to time k. In calculating this
posterior we want to take into account spatial correlation among measurements, model
uncertainty, as well as uncertainty in pose from which these measurements are taken

(localization uncertainty).

3.2.1 Classifier Measurements with Uncertainty

In the Bayesian approach, given an observation zj (in our context, an image) we are

interested in obtaining the class (categorical) posterior
P(s") = ¢ | 2, D), (3.2)

where s is the i’th component of a categorical vector s (i.e. 3,5 = 1) and D is
training data. For a given classifier unit, the vector 6 of its parameters either determines

its output as function of input, or otherwise can be regarded as a sufficient statistic.
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In either case, we can rewrite Eq. (3.2) as

P(s®) = ¢ | 24, D) = /P(s@) — | 2,0)-P(0 | D) db. (3.3)

0 ———

Model

Uncertainty
The second term above is referred to as Model Uncertainty or Epistemic Uncertainty
(Gal [34] and Kendall and Gal [53]), capturing uncertainty in classifier parameters
given our training data. Uncertainty in 6 induces a distribution over the values of
P(s®) = ¢ | 2,0), a distribution over distributions (Malinin and Gales [75]). The latter
should intuitively be relatively concentrated near training data and spread out away

from training data, reflecting the level of uncertainty in the classifier output.

We approximate the model uncertainty of the neural network classifier using MC-
Dropout proposed by Gal and Ghahramani [35], although this is not required by our
approach and any other technique providing (approximate) samples from P(6 | D) may
be equally used. We chose this method for its simplicity, although Myshkov and Julier
[88] show that it may underestimate the model uncertainty in some cases. In short,
for every classifier input we perform several forward passes applying random dropouts
at each pass, to obtain a set of classification vectors, characterizing the uncertainty.
Fig. 3.1b illustrates classifier measurements obtained over a track in the vicinity of an
object of interest, when using MC-Dropout to approximate model uncertainty. Each
measurement is a set of classification vectors (in the illustration - a point in the 3-
d simplex corresponds to the case of 3 candidate classes) characterizing the model
uncertainty, which generally varies among different viewpoints. Model uncertainty is
complementary to the ”classification confidence” which corresponds to the distance of

the mean classification vector (red dot inside the simplex) from the corners.

Formally, we assume that the robot has at its disposal an object classifier unit,
which, given observation z; (e.g., an image), calculates a set of outputs S, 2 {si},
where each output s, € RM*! represents a categorical belief over the class of the

observed object, i.e. ZZN:CI s,(j) =1.

The set S, can be interpreted as an approximation to the predictive distribution
from Eq. (3.2),

Vs e S, s~P( |z, D), (3.4)

carrying information of the classifier’s model uncertainty for the given input z.

3.2.2 Viewpoint-Dependent Class Model

For the class likelihood we use a model similar to the one proposed by Teacy et al.

[126]. For a single classifier measurement s (categorical vector) captured from relative
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(rel)

pose ') the class likelihood is a probabilistic model

P(s | ¢,z ), (3.5)

where ¢ € C is the object class, and the k subscript denotes time index. Denoting object

pose in global frame as o we can explicitly write

) .
:r:ge ) = Tk S o. (3.6)
The dependence of the model in Eq. (3.5) on viewpoint naturally captures view-
dependent variations in object appearance and as a result in classifier responses as
illustrated in Fig. 3.1a. Further, to incorporate the notion that similar views tend to
yield similar classifier responses and in particular, are not independent, we consider the

joint distribution

!
P(Sox, | ¢, XD, (3.7)
characterizing the classification unit’s outputs Sp.x = {So,...,Sr} when viewing an
object of class ¢ from a sequence of relative poses Xé:’:l) = {:L‘(()Tel), . ,:U,(:el)}. Similar

to Teacy et al. [126] and Velez et al. [129], we represent this joint distribution with a

Gaussian Process, learned using the classifier unit. Explicitly, we model training set

(rel)

classifier response when viewing object of class ¢ from relative pose X as

sW = Fie(XUD) +e, (3.8)

where the i index denotes component i of classification vector s, ¢ ~ N(0,02) i.i.d.

noise, and (dropping the (rel) superscript for clarity)

Fie(@) ~ GP (pel@), kielw, 7)) (3.9)

where ;. and k;|. are the mean and covariance functions defining the GP
iel@) = E{s® | ¢, z} (3.10)
kz’|c($v CU,) = E{(fi\c(x) - Mz‘|c(55))(fi|c($/) - #z‘|c($/))} (3.11)

We thus model the classification vector for each class ¢ with independent, per-
component GP’s. Note also the Gaussian approximation of the distribution of the
classification vector, which resides in the simplex (other representations exist, which

however are not readily interpreted as a spatial model).
For the covariance we use the squared exponential function:

1
ki‘c(x, x/) = aicexp(—g(:c — x/)TLiTcl (x — 33/))7 (3.12)
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where oi2| . 1s the variance, and L;. is the length scale matrix (of the dimension of ),
determining the rate of the covariance decay with distance. These parameters can be

learned from training data (Rasmussen and Williams [104]).

Denote the training set for class ¢ as {S%, X¢}, with S classifier measurements,
and X the corresponding poses, and denote (test-time) measurements as S = Sp.x
and X = Xéf,: D Note that training set classifier measurements are obtained without
dropout i.e. they do not carry model uncertainty information. Further, the following
equations Egs. (3.13-3.16) all hold per vector-component (joined in Eq. (3.17)), i.e. for
simplifying notation we drop the i index in S, Sg) and k..

We follow Rasmussen and Williams [104] and model the joint distribution of classi-

fier measurements (per-component) for object of class ¢ as

(3.13)

K (X%, XS 2T K (X% X
P(S%,Slc,X%,m:N(o,[ (X5, X5) Tonl Kl Xf )D

K(X, X7) K (X, X)

where S% are the classifier measurements used for training, not carying model uncer-
tainty information, S = Sp.i are the test-time measurements, such that S; ~ P(- | z;)
as in Eq. (3.4), and K. is the matrix produced by application of kernel k. on all pairs of
input vectors. We thus obtain the conditional distribution for classifier measurements

of object of class ¢

IED(‘S‘O:k | c, X%a S%? X()(C:Z)) = N(:ua E)v (314)

with
p=KJ(X,X%)-H-S (3.15)
S = Ko(X, X) — Ko (X, XS) - H - Ko(X%, X), (3.16)

and where H = (K (X%, X%) + 02I) "
Going back to the time notation, we finalize by combining the per-component mod-

els into a joint class likelihood as

c c rel i c c, (i rel
IED(‘S‘O:k | c, XTa ST? X()(:k )) = HP(S(S])C | ¢, XTa ST( )a X()(:k ))7 (3'17)

where the superscript (i) refers to vector component, as above. Note that this for-
mulation somewhat differs from Teacy et al. [126], where inference from training data
is done by offline learning of GP mean and covariance functions rather than using a
joint distribution as in Eq. (3.13). Also note that while for simplicity we defined the
model in Eq. (3.13) per-component (considering components as independent), subse-
quent development also holds for a joint model, i.e. jointly referring to all components
of classifier measurements in Eqs. (3.13-3.16), with full covariance in Eq. (3.14) rather
than block-diagonal as induced by Eq. (3.17).
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3.2.3 Assumptions

We briefly review basic assumptions in the context of the formulation above. We assume
that we have access to a Bayesian classifier, which given raw measurement z provides
samples from a probability distribution over classification vectors characterizing the pre-
dictive uncertainty P(s | z, D), see Eq. (3.4). We assume that viewpoint-dependent
class models are available, modeling the spatial responses Sy.;; of that classifier given

), in a joint Gaussian distribution P(Sp. | ¢, Xéf:l)) for

poses relative to object XO(T,: :
objects of class ¢, where the Gaussian form is required for closed-form calculations in
the following. As described in the previous section, Gaussian Process regressors can be
learned to implement such models. Existence of pre-trained models for known classes
implies closed set conditions, i.e. the possible object classes are known in advance. Ob-
jects of novel classes are assumed to trigger high predictive uncertainty in the classifier
output (in itself an assumption, since predictive uncertainty depends on the classifier
training set), reflected in uncertainty in the posterior. Further, the formulation focuses
on classification of a single, static object. In general scenes comprising multiple objects
this formulation can be applied for each object separately, under the assumption of
known data association, and the additional underlying assumption of negligibility
of the effect of occlusions. Finally, in this work we assume that the orientation of
the object relative to the robot is known (perhaps, detected from observations). The
need for this assumption becomes apparent and is briefly discussed in Sec. 3.3.2. Under
these assumptions, in the following section we detail our approach to the classification

problem formulated above.

3.3 Approach

To account for both localization and model uncertainty we rewrite Eq. (3.1) as marginal-
ization over latent robot and object poses, and over classifier outputs. We start by

marginalizing over robot pose history and object pose

blex] = P(c | Hy) = / P(c, Ko, 0 | Hp) dXodo, (3.18)

Xo:k,0

which, using chain rule, can be written as

blexl= /X P(c | Ko, 0, Hi)P(Xowk, 0 | H) dXodo. (3.19)
0:k,0
@ )

Term (a) above is the classification belief given relative poses XO(;: Y which are calculated

from Xy, and o via Eq. (3.6). Term (b) represents the posterior over Xj.; and o given

observations and controls thus far. As such, this term can be obtained from existing
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SLAM approaches. One can further rewrite the above equation as

bloel = B {P(c] X" i) (3.20)

0:k,0

where the expectation is taken with respect to the posterior p (Xp.k, 0 | Hi) from term
(b). In practice, this posterior can be computed using SLAM methods (see Section
3.3.2), which commonly model it with a Gaussian distribution. We then use the ob-

tained distribution to approximate the expectation in Eq. (3.20) using sampling.

In the following we detail the computation of the terms (a) and (b) of Eq. (3.19).

3.3.1 Classification Under Known Localization

In this section we develop the update of classification belief given known pose his-
tory, term (a) in Eq. (3.19), when receiving new measurements at time step k, while

accounting for correlations with previous measurements and model uncertainty.

To simplify notation, we shall denote history of observations, controls and (known)

relative poses as
. (rel) __ (rel)
Hy =Hp U Xy, = {Uok—1, 2ok, Xo, ) (3.21)

We start by marginalizing term (a) over model uncertainty in the classifier output at

time k
Ple| Hi) = [ Ple]siHy) - Blsi | Hy) dsi. (3.22)
Sk

Assuming sp carries the class information from measurement zi, and that s ~

P(sk | z) we can rewrite this as
P(c | Hk):/ P(c| sk, Hr \ {zk}) - P(sg | 2zx) dsk. (3.23)
Sk
In our case, {si} are samples from P(s | zx), so we can approximate the integral as

Pl | Hy) ~ ni S B(e | sk Hi\ {z1)). (3.24)

SKESK

To calculate the summand, we apply Bayes’ law and then smoothing over class in the

denominator

Ble| Hy) = 3 ") Blo e B\ {20)) - Ble | B\ {=})  (3.25)

Sk Nk
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with

n(se)=1/> P(s | ¢, He \ {zx})P(c | Hi \ {zk}). (3.26)

ceC

Note that the denominator in 7(s;) is a sum of numerator (summand) terms in
Eq. (3.25) for the different classes and can be computed efficiently (but cannot be
discarded altogether due to the dependence on si). Further, note that

Pc| H\ {z}) = P(c | X0D, Zos1) = Plc | XY, Zoor) = Pe | Heo1).  (3.27)

As P(c | Hi—1) has been computed in the previous step, we are left to compute the class
likelihood term P(sy | ¢, Hg \ {zx}). This term involves past observations Zj.;—1 but
not classifier outputs Sp.x_1, which need to be introduced to account for spatial corre-
lation with s; using Eq. (3.7). Marginalizing over Sp.x—1 (recall that in our notation
So:k—1 U {sk} = Soux) yields

P(sk | ¢, Hy \ {z}) = / P(Sok | ¢ Hi\ {z1}) dSok

SO:k’—l

= /s P(sk | ¢, Sosk—1, Hi \ {zk}) - P(Sowk—1 | ¢, Hi \ {2k }) dSo:k-1, (3.28)

where we applied smoothing to separate between past classifier outputs Sp.;—1 for which
observations Zy.,_1 are given and the current output si. The first term in the product
reduces to P(si | ¢, So.k—1, Xo(fkel)), a conditioned form of the class model Eq. (3.14) (and
thus Gaussian, which we treat explicitly later in Eq. (3.31) and on). This term repre-
sents the probability to obtain classification s, when observing an object of class ¢ from

)

relative pose X,grel given previous classification results and relative poses. The second
term in Eq. (3.28) can be approximated using Eq. (3.4) for the individual observations

Ziy i.e.
k-1
P(Sowe—1 | ¢ Hi \ {z1}) =P(Sour—1 | Zo—1)~ [ ] P(si| z)
i=0

Note that class ¢ and poses Xo(zrkel)

1, both members of Hj can be omitted since condi-
tioning on observations determines classifier outputs up to uncertainty due to classifier
intrinsics (model uncertainty). The approximation is in the last equality, since in gen-
eral classifier outputs s, ..., si_1 are interdependent through classifier parameters. We

can now rewrite P(sy | ¢, Hi \ {z;}) from Eq. (3.28) as

k—1
/ P(sk | ¢ Soe1, XID) - T Plsi | 2) dSou—1. (3.29)

So:k—1 =0
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Assuming classifier output Eq. (3.4) is Gaussian, we denote
P(s; | i) = N(pz, 2z,), (3.30)

where p,, and ¥, are estimated from S;. Since class model is Gaussian, see Eq. (3.14),

the first term in the integrand in Eq. (3.29) is a Gaussian that we denote as

I
P(sk | ¢, Sok_1, X ) = N (fk]0:k—15 Zkj0:k—1) (3.31)

where, utilizing standard Gaussian Process equations (Rasmussen and Williams [104]),

Prjosk—1 = ik + 2 (Sock—1 — Ho:k—1) (3.32)
Skjoik—1 = K(zg, 2) — Q- K(Xog—1, k) (3.33)

with Q = K (2, Xop_1) K (Xosk—1, Xor_1) "

Using these relations, the integrand from Eq. (3.29) is a Gaussian distribution over

So.k, that can be inferred as follows.

k—1
P(sk | ¢, So—1, Xon ) - T Psi | 2) = (3.34)
=0
1 ) k—1 )
1exp =5 sk = trjom—1115, 05, T > si - pells. o
1=0

)

where 7 only depends on Xo(fkel . Using Eq. (3.32) we can write

Sk = Mgjo:k—1 = Sk — Mk — 2 (Sok—1 — pok—1) = [ 1] (Sor — po:k) (3.35)

We have that the integrand Eq. (3.34) from Eq. (3.29) is proportional to a joint Gaussian
distribution N (p7, X ;) with

-1
%= (B 4507 (3.36)
=Sy (37 e + 3570 (3.37)
where

Ho Hzo

pe=| - pe=1 |, (3.38)
Mk}—l ,U’Zk,1
Kk 0
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and

S =10 0TS0 -2 T (3.39)
0 0 - 0
0o . :
yol= (3.40)
. -1
220

Finally, the class likelihood from Eq. (3.28) is the marginal distribution of the above.
Specifically, the integral is directly calculated by evaluation at s; of a Gaussian PDF

with the components corresponding to s, from p; and X ; as mean and covariance.

So far, we have described how to update the class belief given known localization,
term (a) of Eq. (3.19), upon arrival of new measurements. We now proceed to describe

how the localization belief, term (b), is computed.

3.3.2 Localization Inference

In this work we assume that the object orientation relative to the robot is known
(leaving o with 3 degrees of freedom), and so term (b) of Eq. (3.19) is essentially
a SLAM problem with robot pose history Xj.r and one landmark, the target object
localization o, to be inferred. Specifically, we can express the target distribution as

marginalization over all landmarks £, except for the object of interest
P(Xow0 | o) = [ P(Xoks0.L | H) dL. (3.41)
L

This can be computed using state of the art methods, e.g. if a Gaussian posterior
is assumed, using an efficient solver such as iISAM2 (Kaess et al. [49]). Note that
the above assumption of Gaussian posterior is not a requirement of the formulation
in Eq. (3.19) - indeed, using sampling allows the localization posterior to be of any

distribution provided it can be sampled from.

Also note that the history Hj contains both geometric and semantic measurements,
allowing related work to leverage the viewpoint-dependent model in inference as a
semantic-geometric factor (Kopitkov and Indelman [59] and Tchuiev, Feldman, and In-
delman [124]). Our case is slightly different however, as the formulation accounts for
model uncertainty and correlation among viewpoints. In this work we limit ourselves to
usage of semantic factors for semantic (term (a) of Eq. (3.19)) but not geometric infer-
ence (geometry helps semantics Cadena et al. [11]), requiring relative object orientation

to be externally known.
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Algorithm 3.1 Localization and model uncertainty aware classification.

This describes computations for time step k.
Require: Localization posterior P(Xp.k, 0 | Hg), new observations Zj
1: S = {s,(;)}?:’“l + CLASSIFYWITHDROPOUT(Z},), pre-calculate X1, p1,
(Eq. (3.40), Eq. (3.38))
i @ @™
2: Sample {XO:kﬂO }iil ~ P(Xok,0 | Hi)
3: for Xp.x,0 € {Xpx,0} do
: Ve € C calculate X7, puy (Eq. (3.36), Eq. (3.37)) > These are per-class through
GP model
for s € Sk do

for ce C do
: P(sk | ¢, Hr \ {2k}) < N(sg; MSk), Esk’k)) > Likelihood given past

observations Eq. (3.29)

8: he < P(sy | ¢, Hp \ {Zk}) - P(c | Hp—1) > Unnormalized class likelihood,
Eq. (3.25)

9: end for

10: P(c | sk, Hy) < h¢/n(sk), n(sk) =3, he > Normalize class likelihood,
Eq. (3.25)

11: end for

12: P(c| Hy)® « > s, P(c | sk, Hi) /ng > Classification given localization
Eq. (3.24)

13: end for

14: P(c| Hy) < X, P(c | Hy) /ng

Note: Lines 10, 12, 14 apply per-class, Ve € C. In step 7, superscripts select elements
corresponding to time k in the joint mean vector and covariance matrix.

3.3.3 Overall Algorithm

Alg. 3.1 summarizes computations for time step k in the localization and model un-
certainty aware classification approach described above. Observations Z; are passed
through the classifier unit to obtain semantic measurements and model uncertainty,
at which point summary statistics can be computed, for use in Eq. (3.29). To ac-
count for localization uncertainty, robot and object poses are sampled from the current
(updated) posterior. For each sample, class model predictions (mean and covariance
matrices) are computed for all classes. To account for model uncertainty, measure-
ment likelihood is computed for each sg) € Sk, then averaged. Note that formulation
using the conditional distribution of s given past measurements in Eq. (3.29) allows
efficient marginalization in Eq. (3.25) and computation of normalizing constant n(sg)
in Eq. (3.26), which would otherwise require intractable summation over combinations
of individual semantic measurements. Similarly, using summary statistics (fitting a
Gaussian per time-step) over past semantic measurements allows the marginalization
in Eq. (3.29) to be computed in closed form. Classifications thus computed per local-

ization sample are averaged to yield the final output. In the next section we analyze
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the computational complexity of Alg. 3.1, then present the experimental evaluation

and results.

3.3.4 Computational Aspects

While using samples allows in principle to approximate arbitrary non-tractable or un-
known probability distributions, on the downside it involves computations repeated
per-sample, inducing a sharp precision vs. runtime trade-off on the number of samples,
especially so as state dimension grows over time. Additionally, in classification, most
computations are repeated per class. Finally, complexity depends on the number of
time steps k, which affects both the overall number of observations to be processed, and
the number of state variables in the smoothing formulation. Note that k value relevant
to the classification of an object is the number of time steps it has been observed, as
other poses can be dropped from the marginalization in Eq. (3.19), since measurement
model and thus classification is conditionally independent of them.

In this section we analyze the theoretical complexity of the proposed method, then
present an approach for incremental sampling of robot and object poses allowing to

reduce repeated calculations, and discussion.

3.3.4.1 Theoretical Complexity

We denote the number of model uncertainty samples (per time step) in step 1 of Alg. 3.1
as N, number of localization samples in step 2 as N, and number of classes as N, and
use them to express complexity. We assume these are constant throughout the run. We
further denote as Ny the dimension of the semantic feature vector, i.e. Vk,i s,(f) e RN,
In our implementation, Ny = N, as we use the raw classification vectors as features.
Step 1 depends on the classification and model uncertainty computation method.
In the case of a Neural Network classifier with a fixed architecture using MC-dropout,
we assume each forward pass to take constant time, making complexity linear in the
number of forward passes O(NN). In the same step, computation of . takes O(NyNy)
and of ¥, ! takes O(NSNJ% +N })’), which is also the overall complexity for this step.
Step 2 involves sampling an entire trajectory (MCMC) at each time step i.e. O(k -
N_). Step 4 involves (1) prediction of s (2) computation of Xyjo.5_1 and of X! (see
Eq. (3.33) and Eq. (3.39)), and (3) Computations of ¥; and u; (see Eq. (3.36) and
Eq. (3.37)). These values depend on the robot trajectory sampled in step 2 and on the
class models. Complexity is dominated by the inversion in Eq. (3.36) at O(Ny k*) when
done separately for each semantic feature. Calculations in this step can be reduced if
trajectory samples from previous time steps are re-used, as discussed in Sec. 3.3.4.2. In
all, complexity for step 4 is O(N. Ny k3) as computation is done for each class. Since
Y,y are pre-computed in step 4, calculation of likelihood in step 7 takes O(Ny)
(covariance-form marginalization, followed by evaluation of 1-dimensional Gaussian
PDFs for Ny features). Step 8 incurs no additional cost (i.e., O(1)) when P(c | Hy—1)
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can be assumed pre-computed, which corresponds to re-use of localization samples
from previous time indexes (see Sec. 3.3.4.2). In this case complexity of inner loop
steps 5-12 is O(k3 N. N5 Ny). Otherwise, if past localization samples are not re-used,
computation from scratch is required, which can be done by repeating steps 4-12 to
incrementally compute P(c | H1),P(c | Ha),...,P(c| Hx_1), which also requires that
semantic measurements from all previous time steps be kept. Incremental computation
for time indexes 0,...,k results in complexity O(k* N, Ny N ¢). Overall, total time
complexity for time step k£ stands at O(k4 N¢Ng Ny N+ Ny N? + N;’) if class posterior
in step 8 needs to be recomputed, or O(k3 N, Ny Ny Ny + N, N]% + NJ‘?) if it does not,

where k is the number of viewpoints from which the object was observed.

3.3.4.2 Incremental Sampling

Step 2 in Alg. 3.1 involves sampling of robot trajectory, a state vector which grows over
time, in order to compute the marginalization in Eq. (3.19), accounting for localization
uncertainty. This marginalization must involve a history of robot poses because of the
measurement model (GP), Eq. (3.7), which captures correlations among present and
past views.

While, as noted in Sec. 3.3.4, this sampling can be limited to poses at time indices
corresponding to views of the object, a further runtime improvement can be achieved if
trajectory samples from past time indices can be re-used in samples from the updated
posterior.

Specifically, sample reuse would benefit step 4, where some values can be updated
instead of being re-calculated, and especially step 8 where values from past time steps
can be re-used eliminating the required calculations to O(1), in addition to directly
reducing sampling in step 2.

Formally, assuming at time step k£ we can  use  samples
{Xo(:lzw oM N~ P(Xpp, 0 | Hy) to approximate integral Eq. (3.19) with sum

P(c| Hi) = / P(c | Xo.k, 0, Hi) - P(Xok, 0 | Hi) dXo.ido

Xo:x,0

~ S P | X0, 0D Hy) - P(XS), 0D | Hy) dXo.gdo, (3.42)

at time step k 4+ 1 we would like to approximate
P(Xo:k+150 | Hiv1) = P(wpra | Xowks o | Hiy1) - P(Xowk, 0 | Hir1) (3.43)

without sampling the variables from scratch, ideally keeping samples of Aj., o from time
step k, and only sampling incrementally :c,(grl ~ P(- | Xo(:iliv o, Hp41). Since generally
P(Xo.k,0 | Hipr1) # P(Xo.k,0 | Hi) a possible approach to sample reuse is to weight
incremental samples of trajectory Xo.xi1 by the ratio P(Xo.x, 0 | Hi)/P(Xok,0 | His1)

when approximating the integral from Eq. (3.42) at step k + 1, an idea known as
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importance sampling. Under this approach, full posterior samples only need to be
generated to replace incremental samples with low weights, allowing reuse of samples

and calculations, see e.g. Farhi and Indelman [28].

3.3.4.3 Discussion (Computational Aspects)

The method as presented in the previous section allows efficient computation with
respect to model uncertainty offering a recursive formulation for model uncertainty
samples, with marginalization at the current time step approximated with samples
Eq. (3.24), and past time steps marginalized out analytically Eq. (3.40). However,
formulation for localization uncertainty is not recursive due to the batch sampling of
entire robot trajectory and object pose in Eq. (3.20) required there to account for
correlations with past time steps. In the previous clause Sec. 3.3.4.2 we mentioned a
possible approach to allow recursive computation with respect to localization samples
as well, rendering the method fully incremental, which could be addressed in future
research. In practice (and even for fully incremental computations) there is a trade-off
between runtime and accurate treatment of uncertainty. One approach is to not address
uncertainty at all, equivalent to using a single sample (e.g. max-likelihood). Another
possibility is to neglect correlations to some past time steps. Both can be considered

heuristics in the general scheme described above.

3.4 Results

We evaluate our method in a MATLAB simulation using synthetically generated classi-
fier measurements and in a simulated 3D environment using Unreal Engine (UE) with
UnrealCV (Qiu et al. [102]), with semantic measurements obtained from a CaffeNet
classifier (Jia et al. [48]). In both settings, we split our evaluation into scenarios of
model uncertainty and of localization uncertainty, comparing performance to baseline
methods, as detailed in the next section. To validate our contributions in a realistic
setting, we additionally present an evaluation using a real-world dataset, Active Vision
Dataset (Ammirato et al. [1]), using AlexNet (Krizhevsky, Sutskever, and Hinton [63])
for semantic measurements.

In all settings, GP models (using Scikit-Learn (Pedregosa et al. [98])) are fit offline
for each of the candidate classes. Following Eq. (3.17), components of the classification
vector output by the classifier are considered independent, amounting to a separate GP
per component. Another simplifying assumption is that object orientation relative to

robot is known, following Sec. 3.2.3.

3.4.1 Compared Approaches and Performance Metrics

We compare the results of three methods. Ours we denote Model with Uncertainty,

which takes into account spatial correlations, as well as uncertainty in pose and classifier
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model uncertainty. The second is Model Based, similar to the method described by
Teacy et al. [126] but with GP defined as in Eq. (3.13) (and Rasmussen and Williams
[104]), which takes into account spatial correlation, but not localization nor model
uncertainty The third is Simple Bayes, which directly uses the classifier scores and
assumes spatial independence between observations, as in e.g. Patten et al. [96].

We compare the methods above with relation to the following metrics: (i) proba-
bility of ground-truth class; (ii) mean squared detection error; and (iii) most-likely-to-

ground-truth ratio. The mean squared detection error (MSDE) is defined as

MSDE = = Y (L.(¢) — B(¢ | H))? (3.44)

¢cec
Here c is the ground truth class and 1.(c’) is 1 if ¢ = ¢ and 0 otherwise. This measure

was also used in Teacy et al. [126].
The most-likely-to-ground-truth ratio (MGR) is defined as

argmax. P(c | H)

MGR =
GR Blc] #)

(3.45)

for ground truth class c. Roughly, this measure penalizes high confidence in the wrong
class. In a way it “demands” ground truth class to be most (possibly, equally) likely.

Finally, as a sanity check, we also present values of the “correct ratio” (CR), defined as
1
CR=E, {Ilc (arg max P(c | H))} NN Z 1. (arg max P(c | ’H)) , (3.46)
c H c

with 1 the indicator function as above, N the number of averaged terms and with the
proposal distribution of H defined according to reported context. This defines the CR as
the ratio of correct classifications, considering a classification result vector “correct” if
it assigns the highest probability to the ground truth class, i.e. if the ground truth class
is the most likely. Below we report final CR, i.e. where H includes all measurements
from the entire trajectory, and overall CR, where we also average over measurement
history at intermediate time steps along trajectories, to capture the method’s behavior
over time.

We now proceed to detail the experiments and the results.

3.4.2 MATLAB simulation results

We present experimental results for a MATLAB simulation, in which synthetic classifier
measurements are generated using the GP model of the ground truth class, along a pre-
determined track. Synthetic measurements are generated according to the procedure
detailed in Alg. 3.2. The class inference algorithm needs to fuse these measurements
into a posterior over classes, essentially identifying which of the known GP models is

the more likely origin of the measurements. We study robustness of our algorithm to
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Figure 3.2: Scenario with model uncertainty (no localization errors). Standard devia-
tion for the noised observation was chosen in [0,0.3]. Left: the ground truth class GP
model mean and simulated (noised) classifier measurement over robot trajectory, plots
of response for 1st label against response for 2nd label. More intense color corresponds
to later time index. Center and right: first and second components over time indices,
respectively.

model and localization uncertainty, and compare it to the state of the art.

3.4.3 Simulation Experiments

Statistics for the three algorithms have been collected for several scenarios over re-
alizations of simulated classification. In each scenario, GP models were created for
three classes, by manually specifying the classifier response for chosen relative loca-
tions around the origin (i.e. locations assumed to be in object-centered coordinates)
in the 2D plane, see Fig. 3.1a. Note that GP model for a class describes classifier
responses for all classes, (see Eq. (3.17) and Section 3.2.2).

During simulation, the robot moves along a pre-specified trajectory and observes a
single object from different viewpoints, see Fig. 3.1b for an example trajectory. At each
time step the algorithm receives new classifier measurements and updated pose belief
(simulating localization obtained from a SLAM solution). Classifier measurements are
generated using the GP model of a “ground truth” class (the simulation of measure-
ments is detailed in the next subsections), which needs to be inferred by the algorithm
using the measurements.

We next present results on two scenarios highlighting our main contributions.

3.4.3.1 Model Uncertainty Scenario

Model uncertainty expresses the reliability of the classifier output. High model uncer-
tainty corresponds to situations where classifier input that is far from the training data,
often due to an unfamiliar scene, object or viewpoint pictured, causes output that may
be arbitrary. We simulate this with two steps, performed at each time instant: first,

a nominal “true” measurement s"omnal

is generated from a GP model of the ground
truth class. The level of model uncertainty o2 is selected at each time step uniformly

between 0 and o2

= ar (& parameter). It is then used as standard deviation of a Gaus-

sian centered at the true measurement to generate a simulated noised measurement
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Figure 3.3: Model Uncertainty synthetic scenario. Left column: probability of correct
class, middle: MGR, right: MSDE. Legend in the leftmost column shows percentage of
time steps where most likely class was the correct one. Color patches denote percentiles
of the respective methods, one step in lightness denotes 10% percentile step and median
is plotted darkest, so that the patch around the median comprises values between the
40th and the 60th percentile, the next darkest between the 30th and 70th and so on.
Dashed line denotes the uninformative prior (probability of 1/3 for label) Top row:
comparison of our method to Model Based, bottom row: to Simple Bayes. While
probability of correct class in our method rises slowly, it fluctuates significantly less
over realizations, and the correct class is chosen more often. In both plots, Simple
Bayes method performs poorly where an “inverse” measurement (see Section 3.4.3.1)
exists in the model, around time index 15.
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Algorithm 3.2 MATLAB simulation: procedure for simulating classifier outputs at
step k

Require: Sp._1, Xéf:l), 02 02> Nsamples
snominal  P(s | ¢, Soup_1, Xo(?;fl)) See Eq. (3.31)
02 ~ Uni(0,02,,.) > Choose uncertainty level
gneised [ (gnominal 52T > Uncertain classification
samples + ()
for Nyympies times do > Simulating dropout
S ~ N(Snoised’ 0_31)
samples <— samples U {s}
end for

return s"ominal gnoised gomples

s"oised - The Model Based and Simple Bayes algorithms receive s"**¢? as classifica-
tion measurement and are not aware of the uncertainty. Our method receives samples
(simulating outputs of several forward passes applying dropouts) drawn from a Gaus-

noised with standard deviation o2. Alg. 3.2 summarizes

sian distribution centered at s
this process.

First scenario shows the effects of considerable model uncertainty, with no local-
ization errors (perfect localization). Fig. 3.2 shows plots of GP model of ground truth
class and simulated classifier measurements (s7°*¢?) over robot track (left) and per-
component as a function of time (right). Fig. 3.3 shows the statistics described above
(probability assigned to ground truth class and Eqs. (3.44-3.45)) along with percentiles
(over scenario realizations) as patches of varying saturation, with a 10% step: median
is plotted darkest, the patch around it contains the runs between 40th and 60th per-
centile, the next one between 30th and 70th, etc. The area above and below the plots
contains the top and bottom 10% of the runs respectively. Top row shows comparison
of our method (blue) to Model Based (green), bottom - to Simple Bayes (in red).

An immediate observation in comparison to Model Based (first row) is that our
percentiles are more concentrated, which means that method results are more stable.
For example, in more than 20% of the runs (bottom lightest patch and below), prob-
ability of correct class (left column) for Model Based in time step 15 is less than 0.2
(compared to more than 0.33 for ours). Indeed, in more than 20% of the runs the MGR
(middle column) for Model Based at iteration 15 is higher than 1, which means that
a wrong (most likely) class was assigned probability more than twice higher than the
correct one, i.e. wrong class was chosen with high confidence. The MSDE plot displays
similar behavior. In the bottom row, drop of accuracy of Simple Bayes around time
step 15 is the result of an “inverse” measurement in the model, meaning that from a
certain angle, classifier response suggests a different class (see for example in Fig. 3.1a).
This illustrates well the difference from our method, which matches the entire sequence
of measurements against a model, and thus can use also “inverse” measurements to

classify correctly (on the downside, requiring a class model).
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Figure 3.4: Scenario with localization bias in the x axis. Time index corresponds to
x coordinate (robot motion is a straight line, in the direction of the x axis). Left: as
before, simulated classifier output generated from GP of ground truth class. Center: we
concentrate on responses for class 2 (2nd component of classification vectors). Classifier
output (red) matches GP of ground truth class (in blue) at true position. Right: bias
in the x axis means that classifier output is effectively compared to a shifted model,
better matching GP of a wrong class (yellow). This leads to classification errors unless
accounting for localization uncertainty.

3.4.3.2 Localization Uncertainty Scenario

In methods making use of spatial class models, localization errors may cause classifica-
tion aliasing when acquired measurements correspond to the model of a wrong class,
because of the spatial shift in the query. To exemplify this, in this scenario, we intro-
duced (a constant) bias in easting coordinate (the robot moves eastward in a straight
line), causing aliasing between models (with no model uncertainty). Consider Fig. 3.4.
The left plot as before shows GP mean of the correct class model (blue) and classifier
output over robot track (red). It also shows the GP mean of the model of a wrong
class (yellow). In the center plot, classifier outputs for label 2 (red) compared without
localization bias against the corresponding GP component of the ground truth class
model (blue) show a clear match. After introducing a bias of -8 units in easting (right
plot) classifier responses (red) are matched against shifted spatial models, making the
wrong class (yellow) a more likely match until around time step 16, after which the
the blue line can be matched correctly in spite of the shift. The effects of this on
performance are shown in Fig. 3.5. While our method, aware of the localization uncer-
tainty (standard deviation) accumulates classification evidence gracefully, the Model
Based method infers the wrong class with high confidence (as can be seen in the MGR
plot, center) peaking at around time step 15, after which disambiguating measurements
start to arrive. In the bottom row of the same figure, Simple Bayes method performs
well (closely following the line from Fig. 3.4), since classifier measurements are stable
and not ambiguous (the aliasing happens when trying to match against the different

models).

37



B Model Based, 29.4824% Model Based
I our method, 74.1286% our method

5 0.8 2
8
k]
S
3
206 15
g o
e <]
5 =
Zoa .
5
5| e
E]
2
o2 05

0 0 .

0 5 10 15 20 25 30 0 5 10 15 20 25 0 5 10 15 20 25
time index time index time index
1 25 14
I Simple Bayes I Simple Bayes
B our method 1.2 | I our method
0.8 2
8
g 1
Bos 15
5 % w08
8 % o
5 H 2
Zoa f 06
5
E]
3 04
o2 05
[N Simple Bayes, 78.7662% 02
/N our method, 74.1286%
4 0 0 =

0 5 10 15 20 25 30 0 5 10 15 20 25 0 5 10 15 20 25
time index time index time index

Figure 3.5: Localization uncertainty synthetic scenario. Left column: probability of
correct class, middle: MGR, right: MSDE. Localization bias of -8 units in the x axis
causes severe aliasing in Model Based method resulting in a wrong class being inferred
with high confidence. Our method is aware of localization uncertainty of standard
deviation 16, and is able to recover. Simple Bayes method does not experience aliasing,
as it uses the raw measurements directly, rather than matching them to a model.
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3.4.4 Evaluation in synthetic 3D environments

To study our approach in a more realistic setting when using a DL classifier, we created
a set of 3D simulated environments using UnrealEngine. In this setting, classifier
measurements are obtained by feeding rendered images of an object to a neural network
classifier (CaffeNet), in contrast to the basic MATLAB simulation, where they were
generated from a manually specified GP model.

For simplicity, we limit ourselves to planar environments, containing a single ob-
ject, corresponding to solved data association. Camera moves at a constant height of
160cm, in object proximity - corresponding to object detection, in a way that the object
occupies most of the frame - and facing it. We selected a set of objects for which 3D
models were available, considering them as representative of the corresponding classes.
For each object/class we fit a spatial (2D) GP model to classifier outputs for rendered
viewpoints sampled over a grid. For simplicity, each view is directed towards the object.

Fig. 3.6 shows the GP models fit for each of the classes (chest, crate, desk), sampled
over a 2D spatial grid centered on the object, as well as example images for correspond-
ing viewpoints and raw classifications output by the classifier unit (as used for learning
the GP models). The color of each pixel in the raster maps is calculated as the sum of
class colors (blue for chest, orange for crate, green for desk), weighted by the classifi-
cation vector predicted for the (object-centered) corresponding view.

We used classifier scores for the selected classes as features, although other choices
are in principle possible, such as using scores for additional or fewer classes, or in fact
any spatially varying feature.

We next show experiments using the above GP models for classification under model

uncertainty, Sec. 3.4.4.1 and localization uncertainty, Sec. 3.4.4.2.

3.4.4.1 Model Uncertainty Experiments

In order to induce model uncertainty, we modified the crate 3D model by filling one of
its sides with plain color. Note that while both the original and the modified crate were
not part of classifier training set, we added color to induce an irregular appearance and
elevated model uncertainty.

The spatial uncertainty map in Fig. 3.7a shows the standard deviation of classifier
vectors obtained from MC dropout for the corresponding views, summed over compo-
nents (corresponding to the classes of interest). For all views camera is at a constant
height, at each point oriented towards the object center. Data at the center of the
map is missing since views too close to the object become uninformative. As expected,
the plot generally exhibits elevated uncertainty at points corresponding to views of the
colored crate side (right side of the map). Uncertainty values also tend to be higher
around the map edges (especially left center and corners), possibly related to larger
portions of the crate’s environment, which is different from training (natural) images,

in the frame. Relatively low uncertainty values in the center right area are due to low
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Figure 3.6: Spatial GP models learned for the classes of interest and example views.
Raster maps show spatial predicted classifications output by the black box classifier
unit when observing an object of the corresponding class. Left raster shows predictions
of GP model learned for a crate object, center - model for chest, right - model for desk.
Each pixel corresponds to a classification vector predicted by the GP model. Class GP
models are fit to “raw” classifier measurements for varying relative viewpoints. Thus,
a strong orange component indicates that the element corresponding to the crate class
in the classification vector output by the classifier is close to 1 for that viewpoint. For
each model representative views are displayed along with classification vectors output
by the classifier unit (bar plots). Note the difference between “raw” chest, crate and
desk classifications output by the classifier unit, to chest, crate and desk class models
which in general need not be related (i.e. to construct class models features other
than explicit class predictions can be used). Learned models indicate that chosen crate
object is for some viewpoints mis-classified as chest by the classifier unit, chosen chest
object is generally classified correctly from all viewpoints, chosen desk object may be
classified as each of the classes, depending on viewpoint, motivating the use of class
models over raw classification scores.
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Figure 3.7: Setting of the model uncertainty experiments. (a) Views of the colored side
exhibit higher model uncertainty. Map shows standard deviation of classifier vectors
obtained from MC dropout, summed over components. Two Example random tracks
are plotted in red “hard” and magenta “easy”. (b) Example frames along the easy
track. (c) and (d) Probability of correct class over time steps along the track for easy
and hard track respectively, using Model Based (green) and our method (blue).

values of components of the classification vector corresponding to classes of interest,

which result in low variance.

We generated 300 random tracks in the area exhibiting elevated uncertainty values
(right side of the map), rendering 10 viewpoints along each track. Two example tracks
are shown in Fig. 3.7a, example viewpoints are shown in Fig. 3.7b. As before, viewpoints
are centered on the object. For each frame, we estimated model uncertainty using
10 forward passes with MC dropout, although any other method can be used in the
context of our Bayesian fusion scheme. In all experiments, class models, localization
and classification measurements input to the compared methods are the same, but
our method is aware of model uncertainty by using all MC-Dropout samples, while
compared method is input only the samples average. Fig. 3.7c and Fig. 3.7d compare
classification of the two example tracks using Model Based and our method showing
the evolution of score assigned to ground truth class (crate) over the time steps / track
points. In the “hard” track (shown in red in Fig. 3.7a) the ModelBased method fails
while ours is able to recover.

Fig. 3.8 provides a statistical comparison of Bayesian classification using our method
(in blue) against the Model Based method (in green). As before, color patches denote
respective percentiles per-timestep over the random tracks. Plots show the evolution
over time steps of probability assigned to ground truth class by each of the methods
(left column) and the MGR (right column).

For both methods results vary over tracks. For the ModelBased method, median
score for ground truth class was 1. However, for every time step in 20% of the tracks
the ground truth class score is exactly 0 (threshold = 107!%). For around 25% of
the tracks, ground truth class score remains zero after measurements from the entire
trajectory have been incorporated, compared to none for our method. Conversely, in

our method, percentiles are rising steadily, corresponding to gradual accumulation of
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Figure 3.8: Model uncertainty UE experiments. Blue: our method. Green: Model
Based. Left (Fig. 3.8a): Probability assigned to ground truth class. Right (Fig. 3.8b):
MGR, Eq. (3.45).

information, and are less spread out, in particular - not approaching score 0, which
corresponds to a confident misclassification. This can be equally seen in the (log)
MGR plot Fig. 3.8b, which for the Model Based method in up to 40% of the tracks
reaches around 20 (meaning e?° times higher probability assigned to wrong class), and
remains so at the end of 25% of the tracks (i.e. after incorporating data from the entire
track), while for our method final MGR is 0 at 75% and 5.05 at 99%, implying reduced
confident mis-classifications and thus relative resilience to model uncertainty.

Table 3.1 summarizes MGR (75th and 95th percentile) and correct most likely
class rate, that is - ratio of tracks for which the ground truth class was the most likely.
“Final” column presents statistics over tracks at the final time step, that is - for each
track, after information from the entire track has been incorporated. “Overall” column
presents statistics over all time steps from all tracks. Correct rates for both methods
are similar, while MGR is considerably lower for our method, consistent with the plots.

This behavior also corresponds to results presented in Fig. 3.3 for the MATLAB
simulation. While ground truth class scores for our method are generally lower than
with Model Based method, reflecting the classification uncertainty, they are more stable
under model uncertainty, and information is accumulated gracefully, as opposed to

making overconfident mistakes.

Table 3.1: Model uncertainty experiment. Correct rate is ratio of classifications where
the ground truth class was the most likely. Statistics are over tracks given measurements
from the entire track (“final” columns, ratio of tracks) and given measurements up to
every time step (“overall” columns, ratio of time steps from all tracks). Our method
achieves roughly the same correct classification rates, but makes less confident mis-
classifications, as reflected by the significantly smaller MGR.

Correct rate - | Correct rate - | MGR - final MGR - overall
final overall % | 95% | 5% 95%

Model Based 0.74 0.67 29.98 | 629.2 | 44.67 | 519.30
our method 0.76 0.65 0 2.46 | 0.85 | 2.99
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3.4.4.2 Localization Uncertainty Experiments

To assess performance under a noisy relative pose estimate returned by SLAM / per-
ception algorithm, we manually specified test tracks of varying classification difficulty
(described below). Test tracks were then corrupted by perturbing each of the viewpoints
along the track with an i.i.d. (both among tracks and among each track’s viewpoints)
Gaussian noise N(0,0), coordinate-wise. Each corrupted track thus obtained corre-
sponds to one realization of a noisy robot trajectory and object localization estimate
(while the ground truth remains the original test track before application of noise).
Corrupted tracks were fed to the compared algorithms as the position estimate, our
method additionally input o as the estimate’s uncertainty. In our experiments we col-
lected results over realizations of corrupting noise, statistically exploring the effect of

perception errors on classification of the chosen tracks.

Fig. 3.9a shows the three test (ground truth) tracks over which statistics are pre-
sented in the below sections. The background shows the “aliasing map” in classification
of a desk object under a (one particular) localization bias of +10cm in the x axis, us-
ing the Model Based method (i.e., not uncertainty-aware). Each pixel is obtained by
weighting the colors corresponding to the different classes (blue for chest, orange for
crate, green for desk) with the classification vector obtained for the given viewpoint
(as before, the object is at the coordinate origin). Thus, pixels with a strong orange
component correspond to views for which the desk object is incorrectly classified as
crate under the given localization bias, due to the raw classifier measurements for this

view better matching the crate model.

Thus, the hard track (in red) passes (exclusively) through viewpoints which are
incorrectly classified by the Model Based algorithm for this particular localization bias.
The moderate track (black) passes through viewpoints that are classified correctly, but
other points in their vicinity are not. The easy track (magenta) passes away from
incorrectly classified viewpoints. Note that while we selected and described the ground
truth tracks with respect to their difficulty under one particular value of localization
bias, it turns out that they also exhibit the described behavior for sampled random
values of localization bias, generally different ones for each viewpoint along the track,

as can be seen in statistical results described below.

The situation leading to classification aliasing is exemplified in Fig. 3.9b and
Fig. 3.9c for classification of viewpoints along the hard track (red). To reduce clutter
here we focus on the “chest” component of the raw classification measurement vector
(dashed line), although in practice behavior is determined by all vector components at
once, as shown in Fig. 3.10. In Fig. 3.9b, the “chest” component of the raw classifica-
tion measurement vector (dashed) reasonably matches the desk class model predictions
(plain line). While crate model appears to match the measurements better, in practice
the other vector components provide disambiguation, as described in detail in Fig. 3.10.

In Fig. 3.9¢ the same measurements (again, dashed) are compared with class models at
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a wrong location, due to the localization error, matching better the crate class model
than the desk model, causing confident erroneous classification, for this particular bias,
if not accounting for uncertainty. Fig. 3.10 visualizes the entire classification vectors
at each time step, providing insight into why there is disambiguation in the former (no
localization error) but not the latter (with localization error) case.

Note that this effect closely corresponds to the MATLAB simulation, in particular
what is presented in Fig. 3.4. Note however, that the experiments presented in the
current section are different from the synthetic localization uncertainty experiments
in Sec. 3.4.3.2, where tracks, localization bias and class models were engineered to
illustrate contributions, and presented statistics were over realizations of the synthetic
measurement models (GPs). In contrast, here classifier measurements both for training
of class models and at test time are obtained from a Deep Neural Network classifier
operating on rendered images, and statistics are presented over errors in perceived

localization w.r.t. given ground-truth tracks.

3.4.4.2.1 Given Level of Uncertainty As described in Sec. 3.4.3.2, and
Sec. 3.4.4.2, localization error causes class aliasing when the sequence of class mea-
surements obtained over a track better fits a model other than the ground truth class
when matched at the erroneous estimate. The effect of marginalization over pose un-
certainty in Eq. (3.19) is averaging term (a) over the belief, term (b), i.e. matching
obtained measurements against the models as above at different values of shift w.r.t.
the localization estimate, according to the belief posterior distribution.

This averaging may mitigate class aliasing if the ground truth class is matched for
at least a portion of the shift values under the belief. On the other hand, this averaging
may reduce confidence of classification even when there is no aliasing due to localization
errors, if aliasing happens for some portion of averaged shift values.

In Fig. 3.11 we explore statistics for a given level of uncertainty ¢ = 10 ¢m over
random additive noise as described above (i.e. additive localization errors drawn from
N(0,0) for each viewpoint) for the tracks from Fig. 3.9a, which turn out to exemplify
both cases. The figure shows percentiles of probability assigned to ground truth class
by the two methods (left two columns) and the MGR (right two columns) for each time
step along the track for the hard (top row), moderate (middle row) and easy (bottom
row) ground truth tracks, statistics taken over additive localization noise as described
above.

In the hard (Fig. 3.11a, Fig. 3.11b) and moderate (Fig. 3.11c and Fig. 3.11d)
cases, our method mitigates aliasing, significantly reducing classification variability.
The MGR plots indicate that mis-classifications, when they occur, are accompanied
by uncertainty in the output classification, i.e. the correct class being assigned a
non-negligible weight - note that the lightest patch indicates maximum values (i.e.
100th percentile), with lower percentiles much smaller. In contrast, confident mis-

classifications occur in significant portions of the cases for the Model Based method,
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Figure 3.9: Left: tracks of varying classification complexity, used for statistics pre-
sented in Fig. 3.11 against aliasing map for desk class, for bias of 410 cm in the x axis.
The aliasing map is obtained by comparing per-pixel (every ~ 5 cm) predictions from
the desk GP model against shifted class models (see Fig. 3.6 and Fig. 3.4), corresponding
to a localization bias, or a single realization in the localization uncertainty experiments.
Magenta track (Fig. 3.11e and Fig. 3.11f, “easy”) steers clear of aliasing areas making
correct classification easy. Red track (Fig. 3.11a and Fig. 3.11b, “hard”) passes through
aliasing areas, causing classification errors in the Model Based method and high un-
certainty in our method. Black track (Fig. 3.11c and Fig. 3.11d, “moderate”) does not
pass through aliasing areas for the particular bias pictured above, but does for other
bias realizations, as can be seen in the classification statistics. Center and Right:
class aliasing along the red track when viewing a “desk” object, equivalent of Fig. 3.4
for measurements and class models based on DL classifier output. Center plot shows
the evolution of “chest” feature component in raw classification vectors (dashed line)
against model predictions when localization estimate is correct (i.e. unlike the aliasing
map shown in the left plot). Measurements curve appears to match both crate and
desk class models (orange and green respectively), in practice inferred classification is
mostly correct (“desk”) as disambiguation is provided by other components (not shown
in the plot). Fig. 3.10 details the classification process. Right plot shows the same
measurements curve (dashed) against models sampled with an error of +10 cm in the
x axis (corresponding to the aliasing map in the left plot). Measurements match the
crate model, leading to inference of wrong classification (see details in Fig. 3.10).
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Figure 3.10: Classification of a desk object over the red track from Fig. 3.9 under cor-
rect localization (left column) and with localization bias of 410 c¢m in the x axis (right
column), corresponding to the scenario from Fig. 3.9. Top row: obtained measurements
and class models samples over the track time steps. For every time index, raw classifi-
cation vector (vertex on the dashed line) and model prediction mean for each candidate
class are shown as points in the 2D simplex, corresponding to 3-coordinate classification
vectors. Classification inference roughly corresponds to selecting the model curve which
best fits the measurements. Fig. 3.10c and Fig. 3.10e show the Euclidean distance of
measurement vector from prediction mean for desk and crate models, for each time
index. The smaller the distance of measurement to model prediction, the more likely is
the corresponding class. Fig. 3.10d and Fig. 3.10f show the corresponding class proba-
bility (i.e. normalized class likelihood) using a single measurement Eq. (3.5), whereas
Fig. 3.10g and Fig. 3.10h show classification at each time index using all measurements
obtained up to that time Eq. (3.7). While correct model (desk) does not perfectly
match all obtained measurements (particularly at time indexes 1 and 2), eventually
disambiguating measurements arrive and 4@rrect class is inferred in the left column.
Introducing a localization error (right column) further brings measurements relatively
closer to wrong model, causing the wrong class to be inferred Fig. 3.10h.



Easy Moderate Hard
Correct rate  MGR (95%) | Correct rate  MGR (95%) | Correct rate  MGR (95%)
final overall final overall | final overall final overall | final overall final overall
Model Based | 1.0 0.97 0 0 0.958 0.90 0 8.8 0.66 0.64 48.6 29.0
our method 1.0 0.974 0 0 1.0 0.946 0 0.007 | 0.72 0.70 1.1 1.26

Table 3.2: Localization uncertainty scenarios - ratio of correct classifications, i.e. classi-
fications where the ground truth class was the most likely given measurements from the
entire track (“final” columns, ratio of tracks) and given measurements up to every time
step (“overall” columns, ratio of time steps from all tracks). As in the model-uncertainty
experiments, uncertainty-awareness results in correct classification rates similar to the
non-aware case, but significantly reducing rate of confident mis-classifications, see MGR
in Fig. 3.11.

with the median MGR higher than 0 for the hard track. These results are equally
supported by Table 3.2, which lists correct most likely class rates over all time steps
(“Overall”) and last time step (“Final”) and 95th percentile of MGR for statistics with
each of the test tracks. Our method reaches a similar, if slightly higher, correct rates
as Model Based, with a much lower MGR.

In the easy case (Fig. 3.11e and Fig. 3.11f) our method more hesitantly reaches
the same correct classification assigning lower confidence to the measurements due to

uncertainty, with an identical rate of correct classifications overall.

3.4.4.2.2 Sensitivity Experiments We explore the sensitivity of localization un-
certainty aware classification to the level of localization uncertainty. To this end, we
repeat the experiment from Sec. 3.4.4.2.1 for values of ¢ between 1 ¢m and 20 cm.
Note that as the actual localization errors are drawn from a Gaussian distribution cen-
tered at 0, a higher value of ¢ does not imply that localization errors are necessarily
higher, although higher errors do become more likely. As before, in each experiment
our method is input ¢ in addition to the noisy localization estimate as measure of the

localization uncertainty.

Fig. 3.12 shows percentiles of probability assigned to ground truth class at the end
of each track (“final”) - left two columns, and at each time step using measurements up
to that time step (“overall”) - right two columns, both function of uncertainty level, for
the hard track (top row), moderate track (middle row) and easy track (bottom row).

Fig. 3.13 shows corresponding percentiles of the MGR.
The plots generally exhibit behavior similar to the one observed in Sec. 3.4.4.2.1 for

o = 10 ¢m, this time for a range of ¢ values. As generally confidence of classification
(probability assigned to ground truth class) is lower for our method, its percentiles are
more concentrated and so results are more stable across the runs. Our method is also
significantly less likely to assign a high probability to a wrong class, as demonstrated
by the MGR plots Fig. 3.13.
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Figure 3.11: Localization uncertainty UE experiments, for set level of uncertainty
o = 10cm. Localization estimate for both methods produced by corrupting test tracks
with with an i.i.d. (both among tracks and among each track’s viewpoints) Gaussian
noise N (0, 0), coordinate-wise. Our method is additionally input o as the localization
uncertainty measure. Blue: our method. Green: Model Based. Left column: Proba-
bility assigned to ground truth class. Right column: MGR, Eq. (3.45). Top row: hard
track (Fig. 3.9), middle row: moderate track, bottom row: easy track.
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Figure 3.12: Localization uncertainty sensitivity UE experiments, results for varying
levels of localization error (o). Probability assigned to ground truth class. Blue: our
method. Green: Model Based. Left column: statistics over final time index. Right
column: statistics over all time steps (see Table 3.2 and Eq. (3.46)). Top row: hard
track, middle row: moderate track, bottom row: easy track.
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Figure 3.13: Localization uncertainty sensitivity UE experiments, results for varying
levels of localization error (¢). MGR, Eq. (3.45). Blue: our method. Green: Model
Based. Left column: statistics over final time index. Right column: statistics over all

time steps (see Table 3.2 and Eq. (3.46)). Top row: hard track, middle row: moderate
track, bottom row: easy track.
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Figure 3.14: AVD evaluation setting. Fig. 3.14a shows the scene layout, viewpoints
chosen for evaluation and corresponding object detections. Fig. 3.14b and Fig. 3.14c
show two example views of the scene.

3.4.5 Evaluation with real-world imagery

We present results validating our contributions w.r.t. localization uncertainty in a real-
world environment with the Active Vision Dataset (AVD) (Ammirato et al. [1]), using
data from the Berkeley Instance Recognition Dataset (BigBIRD, Singh et al. [111]) to
learn GP models. Similarly to before, raw classifier measurements are provided by an
AlexNet neural network classifier (Krizhevsky, Sutskever, and Hinton [63]) implemen-
tation in PyTorch (Paszke et al. [94]).

The AVD comprises a set of indoor scenes, each one with images taken over a grid of
spatial locations and camera orientations, allowing to simulate real-world trajectories.
Each scene contains a set of BigBIRD object instances, with bounding boxes provided
for each object in the set for each containing frame.

For our initial evaluation, we focus on classification of an “aunt jemima original
syrup” instance in scene Home_001_1. Fig. 3.14 shows the scene layout. On the left
(Fig. 3.14a) all viewpoints in the scene are denoted as blue dots. A subset of viewpoints
chosen to demonstrate contributions is numbered with time step indexes as appear in

later plots, arrows showing the ground truth camera orientations, pointed roughly

o1



towards the object, which is denoted by a large black dot. On the right, the frame
at time 0 (top Fig. 3.14b) and time 4 (bottom Fig. 3.14c) are overlayed with object

bounding boxes as provided in the dataset.

3.4.5.1 Learning spatial GP Models with BigBIRD Data

The BigBIRD dataset (Singh et al. [111]) provides images of a set of “object instances”
taken from varied angles. Images were taken using a set of static cameras with imaged
objects placed on a rotating table Fig. 3.15. Ground truth poses for the cameras and
the rotating table are provided, as well as a binary segmentation mask for each frame
marking pixels belonging to the object.

We learn a spatial GP model for each object in the BigBIRD dataset, treating it as a
separate class and using the provided segmentation masks to compute bounding boxes
(Fig. 3.16 top row). These are then cropped and fed to an AlexNet to produce a set of
classification / feature vectors, associated to corresponding camera poses relative to the
rotating table, which can be directly computed from ground truth data. For simplicity,
we limit ourselves to 2D models, implying classification of upright objects - which is
enough for this evaluation. Accordingly, we only use features and corresponding relative
poses computed for images from the bottom ring of relative camera poses in Fig. 3.15c¢.
We fit GP models (Eq. (3.7)) to capture the spatial variation of chosen (elaborated
below) classification vector components.

In Fig. 3.16 the second row from the top shows the GP model mean learned for
each instance, as sampled at training set points, for a chosen subset of 4 classification
vector components. As before, each component is assigned a color (as listed in the
legend, along with component indexes), the color of a pixel in the raster is calculated
by weighting the component colors with the corresponding values predicted by the
model. Similar colors in raster plots correspond to similar raw classification vectors
(components), thus indicating aliased (single) views and motivating both the accounting
for (relative) localization uncertainty and the fusion of measurements from multiple
viewpoints for disambiguation.

The third row from the top shows rasters of the same GP models, this time over
the unit square, similar to Fig. 3.6. The bottom row shows rasters of GP models
learned for a different set of components (again, elaborated below). BigBIRD object
instances generally do not have an adequate corresponding ImageNet “ground truth”
class, yet - as demonstrated by our evaluation - scores of an ImageNet-trained classifier
can be directly re-used by our method as features to correctly classify an object fusing

measurements from multiple views.

3.4.5.1.1 Choice of features: The AlexNet classifier outputs scores for 1000 Ima-
geNet (Russakovsky et al. [108]) categories. While using the entire classification vectors

to learn GP models is possible (especially under the independent components approx-
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imation Sec. 3.4), it is inefficient Sec. 3.3.4.1, and more so as the vast majority of
components are negligible for most objects. We thus choose to model 4 raw classifi-
cation components with high (in particular, not negligible) scores across views for the
object instances we used as classification candidates. The learned GP models are shown
in the second and third rows of Fig. 3.16. Other choices are possible (e.g. bottom row
of Fig. 3.16). The choice of good features is a research topic in its own right and is

beyond the scope of this work.

3.4.5.1.2 GP parametrization / coordinates: As BigBIRD data is only avail-
able on a ring (semi-sphere in 3D), images taken from front object views, we parametrize
the GP models Eq. (3.7) with (uncertain) 2D location relative to the object, projecting
the (relative) coordinates to the unit circle, that is, for the sake of this explanation

rel) .

denoting robot 2D relative pose to object o as Xi( = (to—i, R;) (i.e. t2_,, is robot 2D

0—1
location w.r.t. the object), we approximate

rel o o
P(Soi | €3 Xon) =~ P(Souk | €19/ [1£5411). (3.47)

Note that the above is an approximation, since in general classifier scores may be
affected by distance from the object impacting e.g. the ability to distinguish detail
due to finite resolution of input images. Additionally, an object viewed from farther
away is more likely to be partially occluded and affected by limitations of the object
detector, all of which could in principle be incorporated into the class model (but are
out of scope of the present work). While distance from object could be simulated by
purportedly blurring and sub-sampling input images, we did not go as far in the present
initial evaluation.

Finally, it makes sense to consider parametrizing the class models with polar coor-
dinates, which could allow to better capture different co-variation levels in the radial
and tangential directions (partly visible in Fig. 3.6), to reduce calculations (e.g. in
Eq. (3.15), Eq. (3.16)) by reducing the dimensionality of GP inputs, and possibly to
improve precision with a given amount of samples. On the downside, polar parametriza-
tion would entail domain considerations, such as ensuring continuity at boundaries. As
using GPs for spatial modeling of classifier / detector scores (e.g. Teacy et al. [126] and
Velez et al. [129]) is not a contribution of this research (rather, the extension of the
approach to handle localization and model uncertainty) we did not explore the various

parametrization options in depth.

3.4.5.2 Evaluation in classification under localization uncertainty

In Fig. 3.17a we present the evolution of classification over the set of views treated as
a track, and the object instance shown in Fig. 3.14 in a setting similar to Sec. 3.4.3.2,
i.e. we introduce a bias corresponding to erroneous localization estimate to each pose

along the track, producing an erroneous estimate of pose relative to the object. For
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(c)

Figure 3.15: BigBIRD dataset setup (Fig. 3.15a, Fig. 3.15b taken from the dataset).
Left: data collection setup, cameras facing the rotating table. Center: an example
dataset image of the target instance on the rotating table. Right: Subset of camera
poses relative to the rotating table for the different rotating table states. In all, images
for 120 poses of the rotating table are provided, for each of the 5 cameras. We only use
images from NP1 (i.e. the bottom row of relative poses in Fig. 3.15¢) to learn 2D GP
models, accordingly limiting ourselves (for simplicity) to classification of objects that
are upright (w.r.t. BigBIRD coordinates).

classification candidates, we randomly chose a subset of 3 object instances (in addition
to the ground truth class “aunt jemima original syrup”), shown in Fig. 3.16. The
corresponding models display relatively little aliasing with the ground truth model

(mostly in the second quadrant, with “crest complete minty fresh” and “red bull”).

Both Model Based method and ours are fed with classification vectors from the
true poses along with the erroneous pose estimate, our method in addition being input
a standard deviation of 30cm for the 2D localization estimate (on each axis). The
Model Based method is first affected before recovering, while our method, accounting
for the pose uncertainty, is able to correctly accumulate information. To statistically
examine this behavior, we randomize the localization estimate in the vicinity of the
above biased estimate, adding to it a vector drawn from a zero centered Gaussian with
standard deviation of 30cm along each axis. As before, our method receives a constant
standard deviation of 30cm as the estimate uncertainty. The center and right columns of
Fig. 3.17 show percentiles of the correct class/instance (“aunt jemima original syrup”)
probability output by each method (Fig. 3.17b) as well as the log MGR Eq. (3.45)
(Fig. 3.17c) over the track / time indexes. Similarly to before, while in most cases both
methods eventually deduce the correct class, the Model Based method experiences hard
failures in around 10% of the runs outputting high probability for an incorrect class
(around 10 times the score of the correct class) at the last step, while our method is
able to classify correctly.

The reason for this behavior can be seen by considering variations in classification
as function of localization bias, i.e. - given a raw classifier response - what is the
GP model / class likelihood for various deviations of the localization estimate from
ground truth. Computing this likelihood is equivalent to classification using the Model

Based method (i.e., not considering localization uncertainty). Fig. 3.18 shows the
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(a) “aunt jemima (b) “crest com- (c) “nature valley (d) “red bull”
original syrup” plete minty fresh” sweet and salty
nut cashew”

Figure 3.16: Object instances and corresponding GP models. Top row: BigBIRD
instances, cropped using provided bounding boxes. Second from top: GP models at
training points. Third row: GP models raster. Bottom row: GP models for a different
set of features (chosen as ones with highest significance with xgboost (‘)Chenl6kdd).
Instance names are listed in captions as they appear in the dataset.

55



1.0

@
i 0.81
o
)
(9]
@
t 061
o
o
5]
0.4
5
©
a
© 0.2
o —— Model Based
—— our method
0.0 T . T ,
0 2 4 6 8 10
time index
(a)
7] 1]
%1} 1]
T T
(9] [&]
= et
[¥] [¥]
] ]
= =
o o
(9] [¥]
kS G
Z 204
a a
a a 5% - 95%
e o 0.2 10% - 90%
o a e 13% - 87%
 15% - 85%
0.0
0 2 4 6 8
time index
7 7
5% - 95% 5% - 95%
6 10% - 90% 6 10% - 90%
u 13% - 87% : 13% - 87%
i 15% - 85% 15% - 85%
5
o o
T] o 4
= =
o =)
8 5 3
2
1
0
4 6 0 2 4 6 8
time index time index
(b) (c)

Figure 3.17: Top left: classification results (probability of ground truth class “aunt
jemima original syrup”) over the track from Fig. 3.14a with erroneous localization es-
timate for the Model Based and our method. Bottom left and right: statistical results
when randomizing the error in localization estimate in the vicinity of the error from
before. As before, color patch denotes the respective percentile range. Top row: prob-
ability of correct class, bottom row: log MGR Eq. (3.45). As the Model Based method
classifies based on a single localization sample, its results vary, while our method is more
resilient to the noisy estimate, consistent with the behavior observed in simulation.
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classification obtained for a range of bias in 2D localization at different steps along
the track from Fig. 3.14a. For each plot, the axes denote the amount of localization
error in centimeters, the value at (0,0) corresponding to classification obtained with
ground truth localization. The color at each pixel is obtained as the sum of colors
corresponding to the object classes (shown in the legend), weighted by their likelihood
given the localization error, e.g. pixel value at (—30,20) corresponds to classification
obtained (by Model Based) given that localization estimate is off by —30cm in the
x axis, and +20cm in the z axis, the correct class, “aunt_jemima_original_syrup”,
corresponding to blue color. For example, in view 0 the classification is correct for the
above bias, whereas in views 3 and possibly also 6 classification is incorrect, which can
be seen as the color departs from blue.

In the plot, colors of pixels indicate specific values of localization error causing the
Model Based method to fail - the real-world equivalent of Fig. 3.4. Assuming model
uncertainty negligible, the output of our method is obtained according to Eq. (3.42),
roughly by averaging the output of Model Based over localization samples, drawn from
a Gaussian centered at the erroneous estimate. Localization-uncertainty-aware classi-
fication score (i.e. using our method) thus depends on the proportion of samples of
the correct color (the “average color”) in the vicinity of each pixel. The wider spread
of percentiles in Fig. 3.17 of the Model Based method is likewise explained by that its
classification decisions are based on the value at a single localization sample, whereby
bad estimates directly lead to erroneous classification ouputs. Averaging over a belief
rather than using a single estimate allows us to mitigate the localization uncertainty-
induced aliasing where enough localization samples produce the correct classification,
and in any case - produces smoother classification decisions. On the downside, this
sampling / averaging may reduce the confidence in the correct class where some of the

samples produce incorrect classifications, as in view 1 in Fig. 3.17a.
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Figure 3.18: Variations in classification function of localization bias for single views
of the track from Fig. 3.14a. Each plot is obtained for a given semantic observation
obtained from ground truth pose / viewpoint. The axes denote the amount of bias in
centimeters, the color at each pixel is obtained as a (weighted) sum of colors corre-
sponding to object classes (shown in the legend), weighted by their likelihood for the
given localization error, i.e. the pixel at (0,0) shows classification with localization
estimate equal to ground truth position (Note the difference from the raster plots of
3.16, where colors correspond to raw classification vector components).
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Chapter 4

Data Association-aware semantic
SLAM via Viewpoint-Dependent
Classifier Models

4.1 Introduction

In this chapter we address perception for an autonomous robot traversing an envi-
ronment with multiple objects, which it measures with a classifier unit. Robot and
object localization is uncertain, although priors are available. Data association is not
assumed given. We utilize a viewpoint-dependent model capturing spatial variation of
the classifier response as function of viewpoint relative to the object. We show that we
can address data association by maintaining multiple association hypotheses and their
corresponding weights, while pruning hypotheses with weights that fall below a thresh-
old, using the viewpoint semantic measurement model for disambiguation. We verify
in simulation that the viewpoint-dependent model results in stronger disambiguation

keeping the problem tractable.

4.2 Problem Formulation

Consider a robot operating in a partially known environment containing different, pos-
sibly perceptually similar or identical, objects. The robot aims to localize itself, and
map the environment geometrically and semantically while reasoning about ambiguous
data association (DA). We consider a closed-set setting where each object is assumed
to be one of M classes. Moreover, in this work we consider the number of objects in
the environment is known. The objects are assumed to be stationary.

Let xj denote the robot’s camera pose at time k; let o, and ¢, represent the n-th
object pose and class, respectively. We denote the set of all object poses and classes by
O ={o1,...,on} and C = {cy, ..., cp }. To shorten notations, denote Xy, = {xo., O}.
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Further, we denote the data association realization at time k as (;: given nj ob-
ject observations at time k, Sp € N™; each element in [ corresponds to an object
observation, and is equal to an object’s identity label. For example, if at time k£ the
camera observes 2 objects with hypothesized identity labels 4 in observation 1 and 6
in observation 2, then By = [Br1, k2T € N?, and f1 = 4 and SBx2 = 6. Denote
Zi = {2k 1, 2k, | as the set of n, measurements at time k, and uj as the robot’s
action at time k.

Each measurement 2, ; € Z}, consists of two parts: a geometric part zgio, e.g. range
or bearing measurements to an object, and a semantic part z;5". The set of all geomet-
ric measurements for time k is denoted ZJ, and similarly for semantic measurements
Z§, such that Z = Z{ U Z;. We assume the geometric and semantic measurements
are independent from each other. In addition, we assume independence between mea-

surements at different time steps.

We consider standard motion and geometric observation Gaussian models, such
that P(@pt1|ok, ug) = N(f(xk, ug), Lw) and P(27|zk, 0) = N (h9%°(zy, 0), 9°°). The
process and geometric measurement covariance matrices, ¥, and ¥9°°, as well as the

(2

functions f(.), h9¢°(.) are assumed to be known.

For the semantic measurements, we utilize a (deep learning) classifier that provides
a vector of class probabilities where g = P(c;|1k,;) given sensor raw observation Iy, ;,
e.g. an image cropped from a bounding box of a larger image taken by the camera of
object 7 at time k. To simplify notations we drop index 7, as the measurements, both

semantic and geometric, apply to each bounding box. Thus, z;°™ € RM with
2z =[Plc=1|I) -+ Plc= M\Ik)]T. (4.1)

A crucial observation, following Feldman and Indelman [29], is that 2™ is dependent
on the camera’s pose relative to the object (see Fig. 4.1). In this work we contribute
an approach that leverages this coupling to assist in inference and data association

disambiguation.

Specifically, we model this dependency via a classifier model P(2;°"|c = m, zy, 0).
The classifier model represents the distribution over classifier output, i.e. class proba-
bility vector z;*", when an object with a class hypothesis m is observed from relative
pose 0 S x. Note that for M classes we require M classifier models, one for each class.
The model can be represented with a Gaussian Process (Feldman and Indelman [29]
and Teacy et al. [126]) or a deep neural network (Kopitkov and Indelman [59]). In this

work, we use a Gaussian classifier model, given by
Pz | ¢, 2k, 0) = N (he(xg, 0), Xe(k, 0)), (4.2)

where the viewpoint-dependent functions h.(xg,0) and X.(xg,0) are learned offline.
Note that unlike Teacy et al. [126] and Feldman and Indelman [29] we do not model
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Figure 4.1: A classifier observing an object from multiple viewpoints will produce
different classification scores for each viewpoint.

correlations in classifier scores among viewpoints. Conversely, we do not assume data

association is known.

We assume a prior on initial camera and object poses, xg and X respectively,
and class realization probability P(C'). For simplicity, we assume independent variable
priors (although this assumption is not required by our approach, and is not true in
general, as e.g. some objects are more likely to appear together than others), thus we
can write the prior as follows:

N
P(x0, X°, C) = P(x0) [ P(0s)P(ci)- (4.3)
i=1
In this paper we use a Gaussian prior for the continuous variables, and uninformative

(uniform) prior for the object classes.

Problem formulation: We aim to efficiently maintain the following hybrid belief
P(X, C, Bk | He), (4.4)

with history Hyx = {Z1.k,Up.k—1}. The belief Eq. (4.4) is both over continuous vari-
ables, i.e. robot and object poses X} (continuous variables), and over discrete variables,
i.e. object classes C and data association hypotheses thus far, 8;.x. In the following, we
incorporate a viewpoint-dependent classifier model and develop a recursive formulation
to update that hybrid belief with incoming information captured by the robot as it

moves in the environment.
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4.3 Approach

In this section we develop a recursive scheme to compute and maintain the hybrid belief

from Eq. (4.4). We start by factorizing using the chain rule as

P(Xy, C, Brk|Hi) =P(X,|C, ik, Hi) P(C, Brok| i), (4.5)
b[X]§

c
w
B1:k B1:k

where b[Xk]gl:k =P(Xy | C, P1.k, Hi) is the conditional belief over the continuous
variables, and wgl:k = P(C, B1.x | Hi) is the marginal belief over the discrete variables,
and can be considered as the conditional belief weight. Thus, each realization of the
discrete variables, i.e. data association and class hypotheses, has its own probability
(weight) and gives rise to a different belief over the continuous variables.

Moreover, the factorization (4.5) facilitates computation of marginal distributions
that are of interest in practice. In particular, the posterior over robot and object poses

can be calculated via

P&y | Hi) =D > w§ bXS (4.6)
B C

while the marginal distributions over object classes and data association hypotheses

are given by

P(C | Hi) =) w§ . (4.7)
B1:k
P(Brk | Hi) = Z w§ . (4.8)

The posterior P(&X}, | Hy) in Eq. (4.6) is a mixture belief that accounts for all hypothe-
ses regarding data association and classification. Without semantic observations, our
approach degenerates to passive DA-BSP. The term P(C | Hy) is the distribution over
classes of all objects while accounting for both localization uncertainty and ambiguous
data association. As such, it is important for robust semantic perception. Finally, the
posterior over data association hypotheses, P(S1.; | Hy) accounts for all class realiza-
tions for all objects.

Next, we derive a recursive formulation for calculating the continuous and marginal
distributions in the factorization (4.5). As will be seen, semantic observations along
with the viewpoint-dependent classifier model (4.2) impact both of the terms in the
factorization (4.5), and as a result assist in inference of robot and objects poses
(via Eq. (4.6)) and helps in disambiguation between data association realizations (via
Eq. (4.8)). Furthermore, as discussed in Sec. 3.D, while the number of objects’ classes

and data association hypotheses (number of weights wgl'k) is intractable, in practice
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many of these are negligible and can be pruned.

4.3.1 Conditional Belief Over Continuous Variables: b[X;]§

Using Bayes law we get the following expression:

b[Xk)G, . = P(X | C, Brg, Hi)

(4.9)
P(Zy | Xk, C, Br) - P(Xk | C, Br—1,Hy, ),

where H, = {Z1.k-1,Up.—1}, the normalization constant is omitted as it does not
depend on X}, and [, is dropped in the second term because it refers to association of
Zi. which is not present.

The expression P(Zy | X%, C, k) in Eq. (4.9) is the joint measurement likelihood
for all geometric and semantic observations obtained at time k. Given classifications,
associations and robot pose at time k, history H, and past associations 3.1 can be

omitted. The joint measurement likelihood can be explicitly written as

P(Zy | X, C, Br) =

k (4.10)

H P(lei‘o | T, Oﬂk,i) : P(Zlffzm | T, OBy Cﬁk,i)v

i=1
where og, , and cg, ; are the object pose and class corresponding to the measurement
respectively, given DA realization J; and nj the number of measurements obtained
at time k as before. Note that the viewpoint-dependent semantic measurement term
above P(zl‘ji-m | Tk, 0By ;s C/g,m.) couples between semantic measurement and robot pose
relative to object, making it useful for inference of both.

The term b~ [Xk]glzk—li P(Xy | C, Br:k—1,H,, ) in Eq. (4.9) is the propagated belief

over continuous variables, which, using chain rule, can be written as

b (X5, = P(olon—1, up—1)b[Xeo1], - (4.11)

Overall, the conditional belief (4.9) can be represented as a factor graph (Kschischang,
Frey, and Loeliger [64]). Note that each realization of 3., has a different factor graph
topology (observation factors are affected, motion model factors are not). For a fixed
B1., with different class assignments C the corresponding conditional belief factor graph
topology remains the same (geometric and semantic observation factors connect the
same nodes), but semantic factors change, according to class models.

Fig. 4.2 presents an example for 2 factor graphs, in which £ = 2, N = 2, and the DA
hypothesis is that at time & = 1 the camera observes object 1 for the first graph and
2 for the second, at time k = 2 the camera observes objects 1 and 2 for both graphs.
To efficiently infer X}, for every realization of C and [3;.;, state of the art incremental
inference approaches, such as iSAM2 (Kaess et al. [49]) can be used. The joint posterior

from Eq. (4.4) can thus be maintained following Eq. (4.5) as a set of continuous beliefs
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Figure 4.2: A toy example for two factor graphs in our approach, each for a different
data association realization. The edges that connect between camera poses correspond
to motion model P(zy|xg_1,ur—1). The edges that connect directly between camera and
object poses correspond to the measurement model Eq. (4.10) for both semantic and
geometric measurements. Thus a viewpoint-dependent semantic measurement model
results in geometric constraints on robot-to-object relative pose.

b[Xk]glAk conditioned on the discrete variables ;. and C each represented with a factor
graph, along with their corresponding component weights wglrk, describing the marginal
belief over discrete variables. In the next section, we describe how the latter can be

calculated.

4.3.2 Marginal Belief Over Discrete Variables: wgl:k

To compute the DA and class realization weight wgl'k we marginalize over all continuous

variables:
W, ZP(C, B | Ha) = [ B(Xi, €, BrafMa)de, (1.12)
k
Using Bayes law, we can expand the above as follows:

P(X, C, Bk | Hi) = (4.13)
n-P(Zy | Xk, C, Brx) - P(X, C, Brk|Hy, ) (4.14)

where n = P(Z;, | H;)~! is a normalization constant and the joint measurement likeli-
hood P(Z}, | X, C, f1.1) can be explicitly written as in Eq. (4.10).
We further expand P(X,C, B1.x|H,, ) using chain rule:

]P)(Xk:a Ca Blk”_llz) = ]P)(Bk|181:k—1> Xk’ C? Hl;) : (415)
- P(xg|zg—1, up—1) - P(Xk—1,C, Br.k—1 | Hik—1), (4.16)

where:
P(Xy—1,C, Brn—1|He—1) = w§, _ b[X1]G, .. (4.17)

Eq. (4.17) is the prior belief calculated at time k — 1 and represented as a continu-

ous belief component along with corresponding weight as described above. The term
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P(Bk|B1:k—1, Xk, C, H, ) from Eq. (4.16) is the object observation model that represents
the probability of observing a scene given a hypothesis of camera and object poses. In
this paper we use a simple model that depends only on camera and object poses at
current time step, thus it can be written as P(8y, | zx, Og, ), where Og, = {og, , };i*,. If
the model predicts observation of all objects corresponding to Sy then P(8k | zx, Og,)

is equal to a constant, otherwise it is zero.

Plugging the above into Eq. (4.12) yields a recursive rule for calculating component

weights at time k

WSy, =n- [ B(2412.C.5) - BlGilon. 05 (115)
k
b7 (XS, Wiy dX. (4.19)

The normalization constant 7 (from Eq. (4.14)) does not depend on variables and
cancels out when weights are normalized to sum to 1. It is therefore dropped out in
subsequent calculations. Note that the realization weight from the previous time step
wgl:kil is independent from Xj, and thus can be taken out of the integral. Recalling
Eq. (4.10), the continuous variables participating in P(Zj, | X,C, B1.x) are zj and Og, .
Those variables are participating also in P(8y | zk,0r). As b~ [Xk]glzk—l is Gaussian,
all other continuous variables can be marginalized easily. On the other hand, x; and
Op
commonly not Gaussian. If the observation model predicts that the objects will not be

observed for most of the samples, then wgl:k will be small and likely to be pruned. We

. must be sampled because of the object observation model P(5y, | xx, Of), which is

can express the realization weight as follows:

wgl:k X wgl:k—l/ (]E)(Zk | xk’OBkﬂC’BlIf) '
Bk

T, (4.20)
. P(ﬁk | T, O/Bk) b~ [xk’Oﬁk]%l:k—l dzy, d@/gk,
where:
b (21, 05,16, = Pk, O, |C, Br—1, Hy ) =
_ _ (4.21)
b lS .  dd T\ {a, O .
/Xk_\{’ﬁkvoﬁk}[ ]5116—1 { k \{ /Bk}}

The viewpoint dependent classifier model contributes to data association disambigua-
tion by acting as reinforcement or contradiction to the geometric model. If both ’agree’

on the poses’ hypothesis, wgl:k will be large relative to cases where both 'disagree’.

Next, we provide an overview of the inference scheme, then address computational

aspects.
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4.3.3 Overall Algorithm

The proposed scheme is outlined in Alg. 4.1. For every time step we are input the
prior belief P(Xy_1,C, f1.k—1 | Hi—1) represented following Eq. (4.5) as a set of weights
wgltk_l = P(C, f1.k—1 | Hr—1) and corresponding continuous (Gaussian) belief compo-
nents b[inl]%lzk—l = P(Xx—1]|C, Prk—-1,Hk—1). In our implementation we maintain a
separate factor graph for each such component. We also obtain an action ug_; and
observations Zj, separated into geometric Z7, and semantic Z7. We propagate each
prior belief component using the motion model P(xy, | zx_1,ug—_1) (step 3). Each com-
ponent then splits to a number of subcomponents, one for each possible assignments
of data associations () at current time (generally a vector of length ny). Procedure
PropWeights at step 5 computes the normalized weight of each subcomponent via
Eq. (4.20) as a product of the component (prior) weight wgl:kil with an update term
comprising the measurement likelihood P(Z}, | xx, Og, ,C, B1.x) (both geometric and se-
mantic, see Eq. (4.10)) and object observation model P(8; | zx, Og, ), averaged over
the propagated belief b~ [z}, Oﬁk]%l:k—l from Eq. (4.21). In step 7 we prune low-weight
subcomponents by setting their weights to 0 and re-normalizing remaining weights to
1, in an approximation to true posterior (other pruning strategies are equally possi-
ble). In step 11 we update the posterior for non-zero weight subcomponents using
current measurements. Finally, we return posterior as a set of Gaussian components
and corresponding weights.

We next address aspects of computational tractability of the scheme.

3.D Computational Complexity and Tractability

With M candidate classes, and N objects, the number of possible class realizations,
and consequently initial number of belief components, is MY. At time step k each
prior component splits into up to N™ subcomponents as each measurement can in
general be associated to any scene object. The maximum number of components at
time k is thus MV - H§:1 N™ =0 (MN . N¢'k) if ¢ is an upper bound on ng, making
the approach computationally intractable in theory without pruning. In practice, as
observed by Pathak, Thomas, and Indelman [95], the number of components that need
to be accounted for is limited by the belief, and is much smaller than the theoretical
maximum, with the rest getting negligible weights that can be safely pruned under
any scheme. Further, our empirical results suggest that semantic information added
through the viewpoint-dependent factors leads to even stronger disambiguation than
observed in DA-BSP (which uses only geometric information), both in data association
and localization, resulting in smaller number of non-negligible weights.

Additionally, we hypothesize that in practice classification uncertainty is usually
limited to only a few classes, and thus would not cause a computational bottleneck
even with numerous candidate classes. Further, we avoid explicitly maintaining the

initially exponential number of components (M*) by noting that the classes of objects
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that were not observed yet under an association hypothesis 1., do not participate in
the inference process for that belief component, and thus do not need to be maintained
separately. That is, for two class realizations C and C', if Cg,, = Cj =~ with Cg,, =
{Vi<i<k,i cg;,;} (i.e. classifications for all associated objects are the same) and C—g,,, #
4 Bin (i.e. realizations differ on classifications for objects that do not participate in
B1:k), then wg;k = wglzk (assuming uninformative prior on classes) and b[Xk]glzk =
b[Xk],g/l:k (always), without need to compute or maintain those separately.
Finally we note that parts of Alg. 4.1 can be readily parallelized (’embarrassingly
parallel’), thanks to computations being independent across components and wide avail-
ability of massively parallel processors (e.g. GPUs), contributing to its practical appli-

cability.

4.4 Experimental Results

In this section we evaluate the performance of our approach in a 2D simulation and
demonstrate the advantage of using a viewpoint dependent classifier model for disam-
biguating between DA realizations and improving inference accuracy. Our implemen-
tation uses the GTSAM library (Dellaert [21]) with a Python wrapper; all experiments
were run on an Intel i7-7700 CPU running at 2800 GHz and with 16GB RAM.

We consider a scenario where the robot navigates in an uncertain perceptually
aliased environment represented by a set of scattered objects of the same class, i.e. ob-
jects differ in their position and orientation. In this scenario M = 2 and N = 6, thus
the number of possible class realizations is MY = 64. Fig. 4.3a shows the ground truth
object poses and robot trajectory.

The prior (4.3) comprises a highly uncertain initial robot pose, and an uninformative
prior on object classes. Object poses are assumed to be known up to a certain accuracy
(i.e. uncertain map). The prior covariance of the objects is X, = diag(0.05,0.05,0.5 -
1073), and initial robot pose is ¥, = diag(100,100,0.04). The process and geometric
measurement covariance matrices are Y, = diag(0.75 - 1072,0.75 - 1073,0.25 - 1073)
(corresponds to spatial coordinates and orientation), and ¥9° = diag(0.1,0.05) (corre-
sponds to range and bearing).

The semantic measurement model (4.2) is defined as:

asin?(0/2) + (1 — «)

he(c=1,0) =
(e ) a — asin?(0/2)

(4.22)

where 6 is the relative angle from the object to camera, calculated from the relative

pose :czel = z © o. This chosen model represents a mirror symmetrical object (e.g.

a car) with a parameter « that corresponds to the viewpoint dependency ’strength’,

ie. 68}‘96 values are larger when « increases (for computation details, see Kopitkov

and Indelman [59]). We assume the classifier scores are independent from camera-
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to-object range as the observations are cropped from bounding boxes, and unless the
camera is very close to the object the perspective distortion is negligible. In practice,
the classifier model can be learned from images of an object from different viewpoints

with corresponding classifier outputs via a neural network or GP for example. The

1 —05 ]

measurement covariance matrix ¥, = (RTR)™! is defined as R = K [ . We

note that in general, also ¥. can be viewpoint-dependent (Feldman and Indelman [29]
and Kopitkov and Indelman [59]). The parameters o and K are constants and take the
values a = 0.25 and K = 15 by default. We sample measurements from our motion,
geometric, and semantic models.

Further, we sample 1000 sets of x;, and og, for each computation of wf(ii;k’ see
procedure PROPWEIGHTS in Alg. 4.1, and compute them as shown in Eq. (4.20). At
each time k& we prune components with weight w below threshold % < w, where
{wg }maz 1s the highest weight component at time k.

We compare performance of our approach that utilizes semantic observations along
with a viewpoint-dependent classifier model against an alternative that does not use
this information, with the latter roughly corresponding to the passive instance of DA-
BSP (Pathak, Thomas, and Indelman [95]). To quantify performance as a function of

a we compare between the following metrics:

1. Entropy over data association weights: for IN; non-pruned weights {wi},f\fl we

compute the entropy H(w) with H(w) = — vaz’“l wj log(w;).

2. Determinant of position covariance det(X) of xy, for the highest weight realization

at each time k.

3. Estimation error £“me*  which is the Euclidean distance from ground truth to

highest weight estimation for the last pose.

4. Estimation error £%~%Y, which is the weighted average of all estimation errors

for the last pose.

Fig. 4.4 shows results of an example scenario for different time steps, comparing be-
tween using the viewpoint-dependent classifier model (middle row) and without seman-
tic information (upper row), essentially utilizing passive DA-BSP (Pathak, Thomas,
and Indelman [95]). At each time k, the plots show the mixture posterior P(zx|Hy)
over camera pose I, calculated from (4.6), where each component is a Gaussian, thus
represented by mean and covariance. Estimated camera poses are shown in red and
blue lines, where the blue line represents the camera orientation. Components with
higher weight are shown with thicker covariance ellipse lines. To reduce clutter, the
posterior over the rest of the continuous variables, i.e. object poses and past robot
poses, is not shown. Additionally, the plots show the ground truth trajectory (from
Fig. 4.3a) of the robot. The bottom row reports the probabilities of DA hypotheses
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Figure 4.3: (a) An example scenario with ground truth camera trajectory, represented
in terms of camera poses (green line is the camera heading) and objects O1 to O6
(green dots indicate position, orientation is indicated by green lines from the dots).
(b) Multiple sampled paths for the statistical study, each path realization is presented
with different color.

from (4.8) for different time instances for both compared cases. The correct association
is marked with a green circle.

As seen from the upper row of Fig. 4.4, inference without incorporating viewpoint-
dependent semantic information (i.e. omitting the semantic model in Eq. (4.10), which
results in the form from Pathak, Thomas, and Indelman [95]) results in the first time
steps in multiple DA realizations with similar weights. The reason is that given only
geometric range and bearing measurements without observing all the objects, inference
results can be interpreted in multiple ways, i.e. perceptually aliased (see Fig. 4.4i).
Only at time k = 25 the DA was disambiguated once the camera observed objects O1
and O2.

In contrast, utilizing a viewpoint-dependent classifier model admits faster DA dis-
ambiguation, as shown in the bottom row of Fig. 4.4. In particular, already at time
k = 1 the posterior P(x|H}y) has only two non-negligible components, while at time
k =5 there is a single DA realization with significant weight. This shows an improve-
ment over Fig. 4.4b where there are multiple DA realizations with significant weight
when not using the classifier model.

The bottom row in Fig. 4.4 presents the realization weights for the times k =
1,5,15,25, and compare between weights without and with classifier model. For each
realization (1.5, we present P(f51., | Hy) after pruning without classifier model as a
blue bar, and with as a red bar. If the bar is missing, then P(S1.x | Hx) = 0. In all
sub-figures the classifier model reduces the number of non pruned DA realizations, and
for time k = 15 and k = 25 the DA is disambiguated with the classifier model. We
observe more DA realizations when the classifier model is not used, and at time k = 15
the DA with a classifier model fully disambiguated.

Further, we quantify the performance improvement due to the viewpoint-dependent

classifier model in a statistical study by sampling multiple ground truth tracks in the
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Figure 4.4: (a) - (h): Posterior over robot poses of all non-pruned realizations for times
k =1,5,15,25, without (first row) and with a classifier model (second row). Bolder
lines correspond to higher weights. Ground truth trajectory is shown in each of the
plots (in terms of camera poses). (i)-(1): Corresponding posterior over data association
hypotheses, P(51.;x | Hg), at each time. Blue bars are without classifier model, red
bars are with. circles represent ground truth data associations.
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scenario, while keeping the same landmarks. The sampled tracks are shown in Fig. 4.3b.
For this study, we sampled 50 different tracks with 10 time steps of path length, and
performed a statistical analysis on the performance parameters. In all paths, the start-
ing position is identical.

The results of this study are shown in Fig. 4.5, which shows average over each of the
mentioned metrics (H(w), det(X), £%¥mer  zwWaV8) In that figure we also study sensi-
tivity to a;, which controls the level of viewpoint-dependency in the considered classifier
model (4.22). The plots show a significant improvement of utilizing a classifier model,
both for DA disambiguation and inference where the estimation error (Fig. 4.5¢, 4.5d)
and uncertainty (Fig. 4.5b) are lower when the model is utilized. From all the plots,
the most notable performance increase occurs for DA disambiguation (Fig. 4.5a), where
stronger viewpoint dependence assists more significantly; Overall, Fig. 4.5 presents a

strong advantage for utilizing a viewpoint classifier model in the presented scenario.
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Figure 4.5: Effects of different o values on DA disambiguation ability, estimation un-
certainty and accuracy in terms of the metrics (H(w), det(X), £¥mes, and %~ 9),
averaged over 50 sampled tracks (see Fig. 4.3b).
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Algorithm 4.1 Data Association-Aware Mapping and Localization. Inference at time

k

Require: Prior belief P(Xy_1,C, f1.x—1 | Hr—1), observations Zj = (29, Z%), action

U1

1: for every component S1.p_1,C s.t. wgmq > 0do

S S S
Wy o

14:

> Propagate component according to motion model

0TS, Plakloesler)  0lX 1S,

> Propagate weights Eq. (4.18), Eq. (4.20)

C —1C C

Wy, PROPW. (b[Xk’ ]/31;k71’w,31;k71’zk)

> Prune low-probability components

w§, <+ PRUNEANDNORMALIZE(w§, )

> Propagate non-zero weight components

for 51.,C s.t. wgm > 0 do
> Add observation factors, Egs. (4.9), and (4.10)
b[Xk]glzk’ < b[Xk'_](B’lzk—I.P(Zk ’ Xk’c’ﬂk)

end for

: end for
return P(Xy,C, B1x | Hi) = {(b[Xk]([;l:k7wg1:k)}

: procedure PROPWEIGHTS(HX;;]/%L,C,Nwgl:k,l,zk)

for every possible assignment of 5, do
> Sample current poses by Eq. (4.21)
Sample {:BS), Og, (l)}?él ~ b~ [z, Oﬁk]gmq
> Calculate update factor and propagate Eq. (4.20)

1/} — (1/715) 21 P(Zkv /Bk ‘ x](;)) OBkZ))Ca ﬂl:k—l)

~C C
Wa,, S Way 1
end for
> Normalize weights and return
C ~C ~C
return wg, ., < wﬁl:k/ Zﬂk Wg, .

: end procedure

: procedure PRUNEANDNORMALIZE(w§ )

for (1., C s.t. wgl:k < THRESHOLD do
@g «~0
1:k
end for
c ~C ~C
return wa, A wﬁl:k/ Z/Bk Wa, .

5: end procedure
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Chapter 5

Continuous Learned
Representation for Semantic
SLAM through a
Viewpoint-Dependent
Observation Model

5.1 Introduction

In this chapter we propose a novel formulation for object SLAM through continuous
(as opposed to mixed - continuous and discrete) inference - by means of inference in
a learned latent semantic representation space. The semantic representation space is
induced by a viewpoint-dependent model modeling variation in object appearance. We
propose approaches to learning such a model, as well as an alternative formulation
of the model over changes in relative viewpoint, which eliminates the conditioning on
object pose, rendering the model more general (e.g. applicable for objects for which
pose cannot be adequately defined), but on the downside no more allowing object pose
inference. We present experiments, demonstrating the learned representations and the
use of the learned models for inference in simulation, using images from the BigBIRD
dataset (Singh et al. [111]).

5.2 Problem Definition and Notations

Consider a robot traversing an unknown environment, taking observations of different
scenes. Robot motion between times tj and #5417 is initiated by a control input Uy, that
may originate from a human user, or be determined by a motion planning algorithm.
We denote the robot pose at time instant k& by xy, and by Xo.x = {Xp,..., Xk} the se-
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quence of poses up to that time. We denote by Z; = {2, (;)} all observations obtained
at time k. We denote with Zj C Z), (correspondingly, Zj/ = {2} ,)}) geometric detec-
tions, including detections of landmarks, object bounding boxes (image coordinates)
and centroids. We denote with Z; C Z;, (correspondingly, Z} = {zfc(l)}) the semantic
measurements, i.e. bounding box RGB images. We further denote the observation and
user control history up until time k as Hy = {Up.k—1, 2ok }-

We are interested in maintaining a posterior
P(Xo:ka'cvo’g ’ Hk)a (51)

over robot track, geometric landmarks £ (e.g. tracked SIFT, ORB, geometric features
such as planes or lines), object geometric information O = {0;} (centroids in the sim-
plest case, other representation possibilities exist including ellipsoids (Nicholson, Mil-
ford, and Stinderhauf [90]) or cubes (Yang and Scherer [132]) - all of these are tied to
the per-object semantic representations), and per-object continuous variables £ = {e;}
capturing object semantic information. Fig. 5.1b shows a factor graph corresponding
to this approach.

In the following sections, we develop the framework for learning the viewpoint-
dependent model from data Sec. 5.5 and for inference using it in Sec. 5.3, we address
aspects of the practical applicability of the approach in Sec. 5.6, we then present ex-

periments exploring our approach.

5.3 Incremental Inference

The update equation for the target posterior at time k can be generally written by

applying Bayes rule as

]P)(XO:IW L:a 07 & | Hk) =
mn- P(Zk ’ X(]Zkv £7 Oa 57 H];) : ]P)(Xk ’ Xk*l,kal)
P(Xok-1,L,0,E | Hi-1), (5.2)

where H, = Hj, \ {2k}, and 7 is a constant normalization factor. In the above, the
motion model P(X) | Xx_1,Ux_1) is assumed known, and priors for the map variables
L,0,E may be present or assumed uninformative. We further split the measurement

update term into a ”"geometric” and a ”semantic” part

P(Zk | Xowk, £, 0,E,H ) = (5.3)
P(Z} | X, £,0) - P(Z5 | Xow, O, &, Hy,).

The former (geometric) term is comprised of geometric models e.g. projection factors

(and thus given variables it does not depend on measurement history). The latter
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(a) Embedding space induced by the Viewpoint-Dependent model fit on the BigBIRD dataset.

(b) Example factor graph.

Figure 5.1: Top: Learned latent space visualization using tSNE (Maaten and Hinton
[74]). Latent vectors (encoder output) on the left and (roughly) corresponding input
images from the BigBIRD dataset (Singh et al. [111]) on the right, while training the
Viewpoint-Dependent model from Sec. 5.4. Bottom: An example factor graph with
two objects described by latent semantic representations e; and e and geometric rep-
resentations o1 and o, observed from consecutive poses zg.2. Factors connecting robot

poses and semantic representatinons correspond to the learned semantic observation
model Eq. (5.6).
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term is the semantic observation model (which in general may depend on measurement
history (Teacy et al. [126] and Feldman and Indelman [30])). Neglecting interactions
among object detections (e.g. occlusions) and assuming that data association is known

we can split the semantic term into per-detection components

IFD(Z”Ii ‘ XO:]mngaH];) =
H P(Zli,(oi) ’ Xo:ka 04, €4, H];)a (54)

where by a slight abuse of notation ziy( o) is an observation corresponding to object o;.
In a factor graph representation, the above components correspond to semantic factors,
involving a semantic measurement, variables describing the measured object geometry
(0;) and semantics (e;) and robot poses when measuring the object.

To control the size of these factors (which can be prohibitively large, e.g. when
an entire image, or even classification vector is used as raw semantic measurement),
we utilize a feature vector f¢(z;z’( Oi)) of chosen dimension, computed using a feature
extractor fy in-lieu of z;:, (05)° The feature extractor will be learned simultaneously with
the viewpoint-dependent model, as we describe next.

In the following, we define the viewpoint-dependent semantic measurement factor

from Eq. (5.4) in Sec. 5.4, then describe how it can be learned in Sec. 5.5.

5.4 Viewpoint-Dependent Model

Assuming that measurements are independent (which generally is an approximation

Feldman and Indelman [30]) we can drop the dependence on previous poses and history
P(2L (0,) | Kok 06 €5, Hy ) = P(2 o) | Xis 04, €5). (5.5)

We further assume that the semantic measurement only depends on X,gml) - the pose
of the robot relative to the object at time k£ and the semantic description vector e;, and
that any relevant information pertaining to the measurement can be captured with a
feature extractor f, from a parametric family, with v the set of parameters, acting on

the raw measurement - so that we can write

s s rel
P(} (o) | X 05, 5) = P (Fu (2 o) | X7 e4) (5.6)

While similarly to a viewpoint-dependent model conditioned on discrete class Eq. (3.5)
under this model the relative pose is required to be known at training time, the require-
ment for ground truth classification can be relaxed to a requirement of data association
among measurements of the same instance.

The resultant factor contributes a Jacobian of dim( fw(z;( oi))) rows, which can be

controlled in particular to be less than the dim(z; ( )) which would be contributed by

04
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(b)

Figure 5.2: Top: P(- | X("®) ¢) is by-definition a Gaussian over Z space, with peak
at Z; for P(- | Xi(rel),ei). We aim to constrain the likelihood surface in the X("¢) ¢
directions to be amenable to inference. Bottom: while likelihood is a Gaussian in the
direction of the conditioning variables, in the direction of the input (i.e. for given values
of conditionals) it is a general function, unconstrained away from data samples, and
thus amenable to shaping.

a model over the raw semantic observation z7 (05)°
k) 1

5.5 Fitting the Model

We developed two approaches for fitting the described models, one is a maximum a-
posteriori formulation, the other an energy minimization framework, aiming to solve
limitations of the former, which we discuss below. We now describe and present exper-
imental results for the two approaches. In this section we assume a training dataset
comprised of measurements (RGB bounding boxes) Z§.,.. To simplify notations, we drop
the superscript and assume a single measurement per time index, i.e. Z; = 2, = {2}
(and thus, use Z and zj interchangeably). We assume that we are given the corre-
sponding poses relative to the object instance Xé?}:l) viewed at each time step (might
be a different one at each time index k), and the observed object instance identifiers in

discrete variables (..
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5.A Joint Posterior Maximization

We formulate the learning of a model of the form Eq. (5.6) as maximizing the joint

posterior

arg max Po(Zoier v | Ko, Bowk), (5.7)
over object detections (RGB bounding boxes) Zy., and the latent representations of
the observed object instances &£1.,, given poses relative to the object instance Xéf}f D
viewed at each time step (might be a different one at each time index k), and the
observed object instance identifiers as discrete variables [y, (data association). In
contrary to the initial derivation from Feldman and Indelman [32] which was based on
a VAE (Kingma and Welling [56]) formulation, here we explicitly estimate the latent
representation corresponding to each object instance, thus constraining the model to

capture viewpoint-dependent variations only through X (rel),

The posterior in Eq. (5.7) can be developed by chain rule as

P(Z0.k, E1:m | X()(T]:l)v/BO:k) = (5.8)
P(Zo. | 51:n7X0(;7;:l)760:k> “P(Er1p | Xéfkel),ﬁozk)-

Here, the first term can be decomposed into a product of semantic observation factors
assuming measurement independence (which generally is an approximation Feldman
and Indelman [30])

P(ZO:IC | gl:na X()(j‘}:l)aﬁ&k) = HPG(ZZ | €85 Xz’(TEI))' (59)

In practice, we learn to predict a Gaussian given the object latent representation vector

and relative pose, i.e.

Po(Zi | ep, X7") = N (po(es,, X7, Soles, X)), (5.10)

% %

with diagonal covariance 9. We believe that a unimodal distribution is adequate in
this case since the model describes the measurement of a particular object instance

from a given relative pose (disregarding occlusions).

The second term of Eq. (5.A) in absence of measurements degenerates into a prior

over the latent representations
!
P(glzn ’ X()(C: )7 B(Jzk) = IED((‘:I:n)v (511)

which in our experiments we assume to be proportional to either Contrastive (Chopra,
Hadsell, and LeCun [15]) or N-Pairs loss (Sohn [114] and Pirk et al. [100]) to facilitate

learning.
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Finally, to initialize the latent representation variables during inference, we learn a

model predicting the latent representation given an object detection:
Py (e | Zk) = N (1o(Zk), Lo (Zk)) » (5.12)

again with diagonal covariance. This model corresponds to the encoder in the formu-
lation of Feldman and Indelman [32]. In the current formulation this model is learned
separately as a post-processing step, after the model Eq. (5.10) is fit. This model
is learned so as to maximize the likelihood of the object representations learned in
Eq. (5.7):

¢*  argmax P(Zp. | £1.n) = arg max HIP’¢ (e; | Zi), (5.13)
¢ ¢ i

the latter equality true assuming independence of measurements and uninformative

prior P(e;), for each individual e;.

5.A.1 Experimental Results

We performed experiments using the BigBIRD dataset Singh et al. [111] to validate
the approach described above to learning a viewpoint-dependent model over a latent
semantic space that would enable continuous joint semantic and geometric inference
as in Eq. (5.2). In Sec. 5.B we investigate the learned models, we present results of
inference over object location and robot track (localization only for both). We further
present and discuss results of sensitivity of the estimation process to the initialization

for individual views in Sec. 5.D.

5.B Learned Models

We fit a viewpoint-dependent observation model following Sec. 5.4 to images and ground
truth relative poses of objects from the BigBIRD dataset Singh et al. [111]. Each
image is cropped using the provided object mask, and resized to 32x32x3. Fig. 5.1a
visualizes the resultant latent space using tSNE Maaten and Hinton [74]. On the left,
latent vectors (encoder output) for the various viewpoints for each object show as well-
localized clusters of the same color, a single cluster per object - although distinct clusters
of very similar colors are present, in practice they correspond to different objects. Right:
input images corresponding to the sub-region of the tSNE space highlighted on the
right. The images are nearest neighbors to points of an axis-aligned grid in the tSNE
space. The same clustered structure of the embedding space shows, with all viewpoints
of an object appearing grouped. The observed structure of the embedded space is
segregated among clusters corresponding to object instances and is expected to allow
the envisioned reasoning using the learned model.

Fig. 5.4c shows mean images predicted by the model on validation data. Fig. 5.4a
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S

Figure 5.3: Log likelihood over pairs of axes: location (left), orientation (center), se-
mantic representation (right). Coordinates correspond to offset w.r.t. ground truth,
i.e. the value at the origin is the likelihood of a ground truth sample, while values away
from the origin correspond to values of the likelihood function at locations with varying
error in the inputs w.r.t. ground truth.

and Fig. 5.4b show mean predictions when locally varying the latent representation
(while keeping X("¢!) constant) and the relative pose (while keeping the latent represen-
tation constant) respectively, corresponding to a validation example and the represen-
tation learned for the corresponding object. In Fig. 5.4b, images predicted with values
of X(¢) varying over a grid while keeping the latent representation constant exhibit
strong regular viewpoint changes, unlike the predictions in Fig. 5.4a when varying the
latent representation which appear relatively random - implying that the learned model
disentangles viewpoint dependence from object "semantic” representation.  Fig. 5.3
again demonstrates the viewpoint dependence for an example view. The plots show
the log values of the learned likelihood model for a given example view Z with relative

rel) and the corresponding learned representation e, while varying X (rel) on a

pose X (
grid around the ground truth value along combinations of axes. A peak around the
origin implies that given an erroneous initial guess, inference with the learned model
would recover the correct values. The peaks are close but not exactly at the origin,

indicating that the learned model might be improved.

5.C Inference

We conducted initial simulation experiments with BigBIRD imaging data towards eval-
uating our approach in inference. In our experiments, a robot moves along a simulated
(2D) track around a BigBIRD object (Fig. 5.5a, ground truth track in plain black) ob-
taining corresponding detection images (Fig. 5.5b) of the object (located at the origin
in the plot). In this initial experiment, the goal is to infer the correct robot track -
i.e. we focus on localization only, with fixed orientation and semantic representation -
given a noisy initial robot track (dashed grey in the plot) and object localization (not
shown) estimate, as well as a weak and noisy odometry (dead reckoning track shown in
dashed red) and priors on the object and robot initial locations. Further, only odom-
etry and the learned semantic observation model are used. In this experiment, the
inference is done in "batch mode”, simultaneously for the entire robot track and object
location. The track estimate after incorporating the observed images using the learned
viewpoint-dependent semantic observation model (blue dashed line) appears closer to

the ground truth track. Note that the semantic factors are in general complementary
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(a) Mean predictions gen-
erated for random values
of the latent representation
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(b) Mean predictions gen-
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(c) Example mean pre-
dictions generated by the
learned model for object
views not seen during train-
ing.

Figure 5.4: Right: predicted mean images for validation examples. Center: predictions
obtained for input pose varying over a grid display structured viewpoint changes. Left:
predictions obtained for random vectors in the vicinity of the representation learned
for a class vary relatively randomly, implying disentanglement w.r.t. relative pose.
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to standard geometric observation models (however in this experiment, no geometric
observation models are used - only the semantic model and odometry). The corre-
sponding plot on the right Fig. 5.5¢ further illustrates this, showing the norm of the
localization errors along track indexes: both of the initial estimate (dashed blue) and
the dead reckoning track (dashed red) show significantly higher error than the estimate

after incorporating the learned semantic factor (plain green).
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Figure 5.5: Left: Example scenario for the experiment in Sec. 5.C. The ground truth
robot track around the object (of type “nutrigrain_harvest_blueberry_bliss”, at the
origin) is shown in plain black. The initial track estimate is shown in grey, and the
”dead-reckoning” track - in red. The robot track estimated after incorporating the
learned semantic observation factors (in blue) is closer to the ground truth. Center:
Example object views along the track. Right: FError evolution over robot track
indexes corresponding to the scenario in Fig. 5.5a. Both the initial estimate (dashed
blue) and the dead reckoning track (dashed red) show significantly higher error than
the estimate after incorporating the learned semantic factor (plain green).

5.D Sensitivity Experiments

To statistically assess the performance of the learned model in inference, we present
results of maximum - likelihood estimation of separate parameter groups (robot relative
location, orientation, embedding) starting from random initialization in the vicinity
of ground truth samples (parameters that are not optimized upon are fixed to their
ground truth values). Ground truth samples were taken for various objects, one of
which was used for the plots in Fig. 5.5. Fig. 5.6a shows an example path taken by
the likelihood optimization in the section over two axes (the origin corresponds to the
ground truth / correct values). Fig. 5.6b shows sensitivity experiment results when
optimizing over the relative location axes (only, i.e. the rest are fixed to the ground
truth) - the x axis corresponds to the norm of the initial error, the y axis corresponds
to the norm of the estimate error (we would wish all points to lie on the x axis, i.e. have
zero final estimate error). Points that lie below the diagonal (x=y) are experiments
where the estimation process reduced the error norm, the case of the majority of the

points. Fig. 5.6¢ displays the analogous plot when optimizing only over the orientation
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Figure 5.6: Left: Example optimization track. The color levels correspond to values
of the log likelihood of Eq. (5.6) in the vicinity of a ground truth example (origin) along
two optimization axes. The red cross mark denotes the (biased) initialization, while a
small ‘+’ sign denotes the empirical max likelihood location - the slight offset w.r.t. the
origin indicates an imperfection of the learned model. The red dots denote the track
taken by the optimization along the corresponding two axes. Center: Sensitivity
to initial errors in location axes - for a large proportion of the random initializations,
optimizing over location axes reduces estimate error. Right: Sensitivity to initial
errors in orientation axes (output once every few iterations) - the estimation is very
sensitive to even small errors in orientation. In this case, we expect orientation to be
inferred using geometric factors.

axes (relative to the object). The plot indicates that this optimization is extremely
unstable, with small initial errors often resulting in large estimate errors. This may be
related to that the current formulation does not carry significant camera orientation
information as long as the object is within the camera field of view, and consequently
orientation axes are extraneous degrees of freedom in the parametrization (meaning,
the “ground-truth” training data lies on a manifold in this higher-dimensional space),
which might result in instability outside of this manifold. Further, we currently observe
somewhat similar behavior when optimizing over the semantic representation - which
prompts us to attempt to reduce the dimension of both the embedding and the semantic

measurements.

5.D.1 Discussion

As mentioned in the previous section, optimization results with model learned with

the MAP formulation presented were unstable. This is supported by Fig. 5.3, where
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for two of the three pairs of axes the maximum likelihood is not located at the origin
(ground truth), but away from it. Further, it may be seen that the likelihood function
is not convex, occasionally causing optimization to diverge, or become stuck in a local
minimum. This behavior of the learned viewpoint-dependent model led us to refine
the learning approach, in order to attempt to shape the likelihood function in a way

facilitating inference - which we describe next.

5.E Energy Minimization Approach

As before we parametrize the model of Eq. (5.6) as a (spatially-varying) Gaussian, that

is
rel rel rel
P(.yx,g ),ei):N(; 127 ey, S ),e,-)), (5.14)

with @ - the vector of model parameters. We set the covariance Eg(z’\.’,irel), ei) to be a
constant diagonal matrix. We formulate a learning objective over the parameters of the
model 0 and the feature extractor ¢ and a set of the latent representations of observed

object instances &1,

J (9, gl:nv sz)) = Jd (97 51:n7 ?/)) + Jr(glzn) + Jf (17[)) ) (515)

Where J, and Jy act as priors/regularizers on the representation and the feature ex-
tractor respectively, and J; is a data term, all of which we describe next.

Data term: for training example ¢ consisting of raw measurement Z;, ground truth

'(rel)

relative pose X, and instance identifier / data association 3;, we would like the like-

(2
lihood function induced by the model g(X) ¢) = P(z5 | XD ¢) to be amenable to
inference, that is - we would like a log-likelihood accent method which starts at an er-
c e . (rel)
roneous initial estimate X
truth values Xi(rel), eg;, at least for small AX, Ae. To this end we define the data term
for training example 7, denoted J ng) , to be a weighted £, distance between the model-
induced likelihood P(Z; | Xi(rel) + AX,e; + Ae) and a target function 6 (AX, Ae) pos-

sessing the above quality. In particular, we choose ¢ to be a Gaussian distribution with

+AX, eg, + Ae and observation Z; to recover the ground

small diagonal covariance d (-) = N (- | 0,eI) (resulting in a quadratic log likelihood),
which allows us to write

T Eun) = E

,Ae~d

{’log P(z | Xi(rel) +AX,e; + Ae)

~logd (AX, Ae) |} (5.16)

Note that the above resembles (up to absolute value) a KL divergence. However, the

likelihood function is only a distribution in the 2] argument, but not in Xl-(ml)

,e; - thus
a distance between distributions cannot be used. This is illustrated in Fig. 5.2b: while

for every set value of X(") and e the likelihood P(- | X" ¢) is a Gaussian distribution
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(rel) and

(along the z* axis, curves in blue), for a set z® the likelihood (as function of X
e, curve in red) need not be one, and in particular is not constrained to sum to 1.
The role of the § function in Eq. (5.16) is further exemplified in Fig. 5.2a: the

rel) 'e input space) in the vicinity

aim is to constrain the likelihood function (in the X'(
of each training example. In blue and in orange are the Gaussians (in the z° space)
predicted for Xl(rel), e; and XZ(TEZ), eo respectively. We want their maximum likelihood
to occur at z{, 25 (i.e. for AX() Ae = 0) and for the likelihood function locally to
resemble § to allow for inference - both of which are expressed in Eq. (5.16). The
locality of the constraint is provided by the expectation over &, whereby far samples
make negligibly small contributions. Finally, the data loss term is obtained by averaging
the per-example loss terms: J; = NLDJ C(li), for Np - the number of training examples.

Representation term: acts as a prior on the latent representations. In our experi-
ments we assume this term to be proportional to either Contrastive (Chopra, Hadsell,
and LeCun [15]) or N-Pairs loss (Sohn [114] and Pirk et al. [100]) to facilitate learning.

Feature FExtractor term: without any regularization, minimization of the previous
two terms admits trivial solutions, such as all raw measurements being mapped to the
same feature vector (e.g., 0). To avoid such solutions, we define a regularization term
encouraging the feature extractor to preserve distance ordering among raw measure-
ments. That is, for every triplet of raw measurements (Z;, Z;, Zj) in the training set,
we demand that if d(Z;, Z;5) < d(2;, Zx) then d(27,2;) < d(z},2;) by at least some
small margin (hinge loss), that is (denoting the margin as ¢)

Jr) o< >0 1{d(Z;, 25) < d(Zi, Zk)} -
(2i,25,2k)

max (d(2], ) — (2], %) + €,0) (5.17)

In our experiments we use the squared difference norm as the metric both in the
measurements’ space and in the feature space. While this loss term formulation is based
on an observations’ space metric, which does not necessarily reflect semantic relations -
we believe that the constraints it imposes on the feature extractor are sufficiently weak
so as not to interfere with the optimization of the data term. In practice, both the
representation and the feature extractor term are small compared to the data term,
but are successfully minimized concurrently to it, without need for any additional

weighting / regularization.

5.E.1 Experimental Results

Similar to Fig. 5.3 we display rasters of the value of the likelihood function obtained
using a model learned with the energy-based scheme Sec. 5.E. Each raster shows the
variation of the likelihood value for varying offsets with respect to a ground truth
sample: in particular, the value at the center of the raster corresponds to the likelihood

of the ground truth (expected to be the likelihood maximum). Fig. 5.7 shows the
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variation of the likelihood value as function of pose offset along the different pairs of
dimensions: X,y,z, yaw, pitch, roll. Fig. 5.8 does the like for the first 6 dimensions of the
latent representation vector corresponding to the ground truth sample. The maximum
of the visualized likelihood appears to be at the ground truth (i.e. at the origin for
all rasters), and appears to be convex - which is favorable to optimization using the
factor, and qualitatively significantly better than results for model learned with MAP
approach Fig. 5.3.

This is a very initial validation of the new scheme, further validation with inference

experiments is required.

Figure 5.7: Log likelihood over pairs of pose axes for model learned using the energy-
based approach.

We have thus described how the semantic observation models required for the in-
ference in Eq. (5.2) can be learned. In the next section, we address a few questions

related to the applicability of the above in online inference.
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Figure 5.8: Log likelihood over pairs of latent representation axes for model learned
using the energy-based approach.

5.6 Feasibility of the Approach for Online Semantic
SLAM

In the following we address the applicability of our approach in the context of three spe-
cialized sub-tasks of online semantic SLAM, namely: inference of semantics (Sec. 6.A),

localization and mapping (Sec. 6.B), online operation (Sec. 6.C).

6.A “Grounding” of the Semantic Representation

Our formulation thus far made no use of semantic information beyond instance-level
data association, yet - the latent representation variables would clearly carry semantic
information (as long as instance - level association, or object images can be inferred
back from them, as in Eq. (5.10). In other words, the described approach could allow to
perform semantic mapping without need for ground truth class information, provided
that the learned model holds, i.e. that objects encountered at test time are not very
different from those seen during training.

Still, for the map to be interpretable by a human operator, given a (task-specific
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and possibly non-unique) set of candidate classes, a correspondence to the latent space
needs to be established. Pirk et al. [100] report the learned latent space (with a dif-
ferent objective function) to reflect semantic structure, i.e. objects that are similar
in appearance (and thus, in their case - in function) tend to emergently be close in
the learned space (based on appearance only). In such an ideal case, manual tagging
of a few example images (which through the encoder induces tagging of a region of
the latent space) followed by a nearest neighbor search in the latent space could likely

produce satisfactory classification results.

In the general case however, classes of interest could encompass objects with signif-
icantly varying appearance which will not be close in the latent space unless explicitly
forced. In such a case we can assume a limited amount of classification-tagged instances
(a single tagged image implies a tagged instance because of the known data associa-
tion assumption). Denoting the available classification data collectively as C, we can

incorporate it in the training process Eq. (5.7) via conditioning:

P(Zo, E1em | XD Bouk, C) = (5.18)
P(Zok | Erons XY, Bosk C) - P(Eren | X Bouk, €) =
P(Zo:k | E1:ns X(](:rkel)wgo:k) “P(E1 | Bowk, €),

where the classification in the first term can be dropped because we model the latent
representation to be a sufficient statistic for the observation, and we drop the relative
poses from the second term as the object semantic representation is independent of

them in absence of measurements. The second term can now be split into a product
IP)(Elzn | ﬁO:kaC) = HH’D(GZ | C’L)a (519)
i

where for simplicity of notation C; = () when class information is unavailable for the
corresponding instance. Where class information is available, the terms P(e; | C;)
can be modeled as Gaussians with learnable parameters (p;, ¥;), providing a mapping
from categories to the latent representation. Maximizing the joint posterior Eq. (5.7)
(conditioned on classification information as in Eq. (6.A)) thus simultaneously produces
this mapping. A slightly more detailed derivation, explaining how the Contrastive /
N-Pairs loss can still be used (similar to Feldman and Indelman [32]) will be provided

in the supplementary material.

6.B Improving Localization

A similar principle as was mentioned in the previous clause to adapt the latent space to
facilitate classification, could be applied to attempt to facilitate localization. Formally,

analogously to the above Sec. 6.A and in the notations of Eq. (5.1), we could set the
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optimization objective to be the joint posterior

]P)(Xﬂtka 'Cv 07 Zg;ka gl:n | Zg;kau():k—l) = (520)
P(Xog, £, O, | Hi) - P(ZG, Erin | Z8.10s Uoik—1)-

Here the second term in Eq. (6.B) can be developed similarly to Eq. (5.A), while the
former term is the localization problem from Eq. (5.1) with a twist: here the model
parameters, participating in the semantic factors are variable too, giving a scheme for

concurrent learning and inference.

6.C Computational Aspects

The results in Sec. 5.5 were obtained for RGB detections of size 32x32 and embedding
size 128 (a 24x reduction in dimensionality). Since those are detections rather than en-
tire images, a reasonable amount of object appearance detail can in general be captured
and consequently modeled. However, directly using the raw detections as measurements
would imply a prohibitive factor size of ~3000 for each semantic observation. One pos-
sible approach we currently are considering to tackle the dimensionality problem is
learning a feature extractor simultaneously with the viewpoint-dependent model to re-
duce the measurement dimensionality, while fitting the viewpoint-dependent model to
predict the lower-dimensional measurement. Ideally, the dimensionality-reduced mea-
surement would still retain the semantic information relevant to the task, as well as be

sensitive to viewpoint changes, to allow for precise localization inference.
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Chapter 6

Conclusion and Future Directions

We developed approaches for semantic perception addressing the challenges associated
with fusing semantic measurements. We utilized learned viewpoint-dependent models
to capture the spatial variation of semantic measurements, and showed their benefit for
disambiguation of object classification and of data association, as well an approach to
learning a continuous latent object representation allowing a continuous formulation of
object SLAM.

We started by formulating an approach to the classification of a single object by
a moving robot using measurements from a deep learning classifier, carrying model
uncertainty. We defined per-class viewpoint-dependent models as Gaussian Processes
over viewpoint relative to an object of a given class, thus capturing spatial variation as
well as inter-viewpoint correlations of classifier (mean) response. We then developed an
inference scheme using those models, which accounts for localization uncertainty and
model uncertainty, as well as inter-viewpoint correlations. We validated our approach
in MATLAB simulation, in a 3D environment powered by Unreal Engine, and finally
with real-world data - demonstrating graceful aggregation of information, as opposed to
the expected over-confident and as a consequence frequently failing outputs of baseline
methods.

We then addressed the more general case of multiple objects developing an object
SLAM approach that is data-association aware, i.e. maintaining a belief joint with
data association. We addressed data association of object measurements by maintain-
ing the corresponding hypotheses, utilizing in inference a per-class viewpoint-dependent
model capturing the spatial variation of a semantic measurement (classification proba-
bility vector). We demonstrated theoretically and empirically in a simulation that the
viewpoint-dependent model improved data association disambiguation in a way that
allowed the hypotheses to be maintained in practice (while hypotheses lower than a
threshold are discarded) with their number not growing exponentially, which would be
the theoretical maximum.

In the third part of the research we proposed an approach allowing to reformulate

object SLAM as continuous inference over a learned latent semantic representation
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space. The representation space is induced by learning a viewpoint-dependent model
predicting object measurements conditioned on the latent semantic representation cor-
responding to the object (as well as the viewpoint relative to the object). The learned
model can then be used as a factor in inference. This approach directly addresses two
challenges of semantic perception: discrete representation (a continuous one is pro-
posed) and scarcity of ground truth data - as the training of the model does not require
semantic ground-truth (e.g. true object class), rather - only data association of multiple
observations for each instance. We explored two ways to train such a model: first, as a
MAP formulation. Second, through an energy-minimization approach, aiming to shape
the model in a way that would facilitate its use for inference - with a novel objective
for learning a model for inference. We presented experiments, demonstrating learned

models and their use for inference in simulation, using images from a real-world dataset.

6.1 Future Directions

While multiple recent methods turn to constructing dense semantic maps (contrary
to the approaches in this thesis) - arguing those contain fuller information about the
environment which is needed for motion planning and manipulation - the construction
of such maps is costly in computational resources, and while done in real time, it is
on medium to high grade systems. At the same time, as argued in Davison [19] and
Davison and Ortiz [20], use cases for spatial perception require it to operate under
limiting compute time and power constraints, as part of embedded systems. In such
settings sparse, topological (e.g. object-based) approaches are more likely to be feasible,
and thus are still of interest.

One direction that can be explored is can the proposed semantic descriptors be
used to construct a hierarchical (topological) representation, that would enable efficient
inference and planning, mirroring the representation of e.g. Rosinol et al. [107], however
not requiring semantic ground truth for training.

Further, an assumption underlying most past work on SLAM is that the mapped
environment is static. Some methods relax this assumption by explicitly ignoring in the
mapping process elements of the environment that are suspected to be in motion (e.g.
when they are outliers with respect to data association or correspond to objects of a
class known to be dynamic, such as a human or an animal). However, if moving objects
need to be incorporated in the situational awareness, this implies primarily a difficult
data-association problem, requiring tracking object instances. Unsupervised learning
of object descriptors as proposed in the third part of this thesis may be beneficial and
can be explored for solving data-association in this case.

Finally, a fundamental limitation of the method described for learning the semantic
descriptors is the requirement for objects to be correctly detected. A possible direction

can be attempting to relax this requirement.
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