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I. Introduction

Over the last few decades, considerable research efforts have been directed towards developing methods for navigation aiding of airborne platforms. Navigation aiding deals with improving the performance of some basic inertial navigation system by fusing measurements from auxiliary sensors or additional, possibly exogenous, sources of information. One of the prevalent approaches for navigation aiding is using vision-based sensors such as on-board cameras.

The current work describes a method for vision-aided navigation of an airborne platform utilizing information from an on-line construction of a mosaic of images. We assume that the airborne platform is equipped with a standard inertial navigation system and a gimballed camera. During the flight, the camera scans ground regions in the vicinity of the flight trajectory. The captured images are processed on-line to form a mosaic, and are simultaneously used for motion estimation. The mosaic image construction process is accomplished by augmenting each image with a previously-constructed mosaic. The proposed camera scanning pattern and the resulting mosaic construction process yield an increased overlap between each new image and the preceding mosaic, which is key for improving motion estimation. The presentation of the proposed method is divided into two parts: The current paper focuses on mosaic-based motion estimation, while Part II discusses fusion of motion estimation with a standard navigation system.

The existence of overlapping regions between processed images is the common assumption to all vision-based motion estimation techniques. A large overlapping region between two images should allow a more accurate motion estimation relying on two-view geometry methods. If a mutual overlapping region for more than two images can be found, the performance may be further enhanced by applying multi-view-geometry-based methods.

The two-view-geometry-based methods include Ref. 4, in which the velocity-to-height ratio is estimated by real-time processing of visual cues captured by a stabilized camera. Ref. 5 estimates the epipolar geometry between two given views, and expresses it in terms of the fundamental matrix. This matrix is then used for extracting the motion parameters. Ref. 7 utilized epipolar constraints between tracked features of consecutive images. When the observed scene is assumed planar, motion parameters can be calculated by estimating the homography matrix.

The multi-view-geometry-based methods, in contrast to two-view-geometry, use connections among several images, assuming that a common overlapping region exists. This results in an increased observability and better estimation of the platform states. For example, in Ref. 11, the authors derive constraints relating features that are observed in several consecutive images, thereby claiming to achieve optimal exploitation of the available information.
in the observed scene. Ref. 12 proposed using multiple-view geometry for estimating the motion of an unmanned helicopter during its landing phase. However, assuming that a mutual overlapping region among several images exists, may be invalid in many airborne applications. Violating this assumption usually degenerates the multi-view methods into the two-view methods discussed above.

Another important factor in the context of motion estimation is the camera field-of-view (FOV). Wide-FOV cameras encompass larger ground regions, which endows the images with richer details, thereby allowing better motion estimation. This is crucial when flying over regions that produce low-texture images. However, many airborne platforms use narrow-FOV cameras; moreover, the typical trajectories and maneuvers of these platforms render multi-view geometry methods useless. Ground footprints of narrow-FOV cameras can often be considered planar, resulting in a homography relation between the captured images, due to the fact that epipolar geometry is invalid in planar scenes. The current work focuses on motion estimation using narrow-FOV cameras. To that end, a method for enlarging the overlapping regions between images, based on a camera scanning pattern and on real-time mosaic construction, is developed.

The mosaic construction may be performed using various algorithms. A basic mosaic construction process is performed according to the following steps: i) Motion model - establishment of a mathematical relationships that map pixel coordinates from one image to another (e.g. pure translation, rotation+translation, affine transformation, perspective transformation); ii) Motion model state estimation - the most common approaches are direct methods and feature-based methods. In the first approach, the images are shifted one relative to another until a minimum of a predefined cost function is achieved. The second approach involves feature extraction from each image and subsequent matching of these features to establish the transformation between the images (i.e. motion parameters). Robust estimation of the motion parameters is performed using one of the available random sampling algorithms (e.g. RANSAC and LMedS); iii) Image blending - integration of the images into a single image according to the estimated motion model and by following one of the available blending techniques.

In many applications, a mosaic of the operational environment might not be available a-priori, so the mosaic must be constructed during the flight. Thus, it is required to construct a representation of the mission environment (e.g. construct a mosaic) and also utilize this process for enhancing the performance of an existing navigation system. This approach is known as Simultaneous Localization and Mapping (SLAM). The general approach for solving the SLAM problem is to augment the platform’s state vector with parameters that are used to describe the observed environment (e.g. features locations). When processing a measurement, the augmented state vector yields an update both in the platform states (e.g.
position, velocity) and in the environment model. However, the SLAM framework has several disadvantages: The most conspicuous is computational load, which does not allow real-time performance once the augmented state has reached some critical size. Another difficulty is feature initialization, which requires either metric information (e.g., an altimeter\textsuperscript{32}) or at least two significantly distinct camera positions,\textsuperscript{34} which constrains the platform trajectory.

Since there are various applications in which the aerial mosaic construction is the main goal, in this work we assume that the mosaic image construction is an independent process, to be utilized for improving the performance of an existing navigation system. Thus, our architecture alleviates the computational load required by SLAM, as the state vector is not augmented by the environment model representation. We propose to exploit the camera scanning procedure and the mosaic construction process in order to improve vision-based motion estimation, focusing on difficult scenarios of narrow-FOV cameras and low-texture scenes, which was not discussed in previous studies.\textsuperscript{10} In addition, we design a method for utilizing the mosaic-based motion estimation for reducing the accumulating inertial navigation errors of airborne platforms, thus estimating several platform states.

The rest of this paper is organized as follows: Section II overviews the main components of the proposed method; Section III elaborates upon the camera scan and real-time mosaic construction; Section IV develops motion estimation techniques and provides experimental results for mosaic-based motion estimation; and Section V concludes the discussion. The second part of this work\textsuperscript{1} discusses fusion of the mosaic-based motion estimation with a standard navigation system.

\section{Method Overview}

Figure 1 shows the main components of the proposed architecture. The specific system assumed in this work is an airborne platform equipped with a gimballed camera and a standard inertial navigation system (INS).

The INS consists of an inertial measurement unit (IMU) and a strapdown block. The latter processes measurements from the IMU and produces a navigation solution, which is comprised of platform position, velocity and attitude. Due to the imperfectness of the IMU sensors, the computed navigation parameters develop errors over time.

During the flight, an on-board camera captures images of ground regions according to a scanning procedure. The acquired images are directed to the image processing module, where they are used to construct the mosaic image, while simultaneously using some of the images for relative motion estimation.

The motion estimation is reformulated into measurements, which are then injected into the Kalman filter in order to update the navigation system and thereby arrest the develop-
ment of inertial navigation errors. This is the main focus of Part II of this work.¹

Throughout this paper, the following coordinate systems are used:

- **E** - Earth-fixed inertial reference frame, also known as an Earth-centered, Earth-fixed (ECEF) coordinate system. Its origin is set at an arbitrary point on the Earth’s surface at sea level. $X_E$ points north, $Y_E$ points east and $Z_E$ completes the setup to yield a Cartesian right hand system.

- **L** - Local-level, local-north (LLLN) reference frame, also known as a north-east-down (NED) coordinate system. Its origin is set at the platform’s center-of-mass. $X_L$ points north, $Y_L$ points east and $Z_L$ completes the setup to yield a Cartesian right hand system.

- **B** - Body-fixed reference frame. Its origin is set at the platform’s center-of-mass. $X_B$ points towards the nose tip, $Y_B$ points toward the right wing and $Z_B$ completes the setup to yield a Cartesian right hand system.

- **C** - Camera-fixed reference frame. Its origin is set at the camera center-of-projection. $X_C$ points toward the FOV center, $Y_C$ points toward the right half of the FOV and $Z_C$ completes the setup to yield a Cartesian right hand system, as shown in Figure 2(b).

The camera is rigidly attached to the platform and performs pan and tilt movements, which are denoted by $\psi_C$ and $\theta_C$, respectively.

---

![Diagram](image.png)

**Figure 1.** Overview of the system concept.
III. Camera Scanning Procedure and Mosaic Construction Method

In this section, a detailed presentation of the camera scanning and mosaic construction procedures is given. Experimental results of mosaic-aided navigation, which involve implementation of these procedures on real imagery are given in Part II of this work.\(^1\)

A. Scanning Procedure

During flight, the onboard camera captures images of the ground according to commands either from a human operator, an autonomous tracking algorithm of some feature on the ground, or a scanning procedure. This section elaborates upon the scanning procedure that was implemented in this work using real imagery. Each new captured image is processed and used to update the mosaic image of the flight area. A detailed discussion of the on-line mosaic construction appears in §III-B.

Figure 2(a) shows a schematic illustration of the implemented scan procedure. As can be seen, each image partially overlaps the preceding image as well as images from the previous scan stripe. The existence of overlapping regions is essential for performing image matching between captured images. However, the additional overlapping region, provided by the camera scanning procedure, enables enhancement of motion estimation, as will be seen in Section III-B. The proposed scan pattern also allows implementation of improved mosaic construction methods.

We assume that the scanning procedure modifies the camera’s pan angle, \(\psi_c\), while keeping the camera tilt angle constant, as shown in Figure 2(b). Given camera angles at the current time instant, the calculation of camera angles for the next time instant is performed in two steps. First, the line-of-sight (LOS) vector for the next camera aiming point in the body-fixed reference frame, \(\hat{r}_B\), is determined according to

\[
\hat{r}_B = T^C_B(\psi_c) \left[ f, d \cdot CCD_{Y_C}/2, 0 \right]^T \\
\left\| \left[ f, d \cdot CCD_{Y_C}/2, 0 \right]^T \right\|
\]

(1)

where \(T^C_B(\psi_c)\) is the directional cosines matrix (DCM) transforming from camera reference frame to the body frame, computed based on current camera angles; \(f\) is the camera focal length; \(d\) is the scan direction, so that \(d = 1\) for increasing the camera pan angle and \(d = -1\) for decreasing the camera pan angle; and \(CCD_{Y_C}\) is the size of the camera charged coupled device (CCD) in pixels along the \(Y_C\) axis.

The next step is to compute the new camera angles from \(\hat{r}_B\). The DCM transforming
Figure 2. (a) A schematic illustration of the scanning procedure. (b) Definition of camera coordinate system and a schematic illustration of camera angles during the scan procedure.

from $B$ to $C$ can be written as

$$T_C^B(\psi_c) = \begin{bmatrix} 0 & \sin \psi_c & \cos \psi_c \\ 0 & \cos \psi_c & -\sin \psi_c \\ -1 & 0 & 0 \end{bmatrix}$$  \hspace{1cm} (2)$$

Since the aiming point vector in $C$ is, by definition, $[1 \ 0 \ 0]^T$, one can write

$$\mathbf{r}^B = T^C_B(\psi_c) \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}^T = \begin{bmatrix} 0 & \sin \psi_c & \cos \psi_c \end{bmatrix}^T$$  \hspace{1cm} (3)$$

hence

$$\psi_c = \tan^{-1} \left[ \frac{\mathbf{r}^B(2)}{\mathbf{r}^B(3)} \right]$$  \hspace{1cm} (4)$$

The scanning direction, $d$, is switched to $-1$ once the camera pan angle, $\psi_c$, reaches a certain pre-specified limit.

The proposed scan methodology moves the camera in a direction perpendicular to the flight trajectory. We implicitly assume that the velocity-over-height ratio and the camera sampling frequency provide sufficient overlapping regions between each two adjacent images along the flight direction. The proposed scanning methodology differs the one suggested in Ref. 3, since in the proposed method there is no need for any external information, whereas
in Ref. 3 it was assumed that the altitude was given. An example of real mosaic images, constructed based on images acquired during the camera scanning procedure, is given in Figure 4.

B. Mosaic Construction Method

Mosaic construction has several merits. It is capable of showing the whole flight region in a single image, a feature that constitutes an important aid to surveillance, communication and mission operation. Moreover, as will be shown herein, the mosaic image and its construction process can be utilized for enhancing the precision of image-based motion estimation. We shall now present a detailed description of the mosaic construction method using the scanning method described in Section III-A.

1. Homography Matrix Estimation

Given a newly-captured image and the current mosaic, the first step in the mosaic construction process is finding how one image is aligned relative to the other. This may be achieved by estimating the homography matrix between the two images, assuming that the observed scene is planar. The homography relation is also valid for a three-dimensional scene if the camera performs a pure rotation. However, this is not typical to fixed-wing aerial platforms.

The homography matrix is used for updating the mosaic image given a new image, and also to perform relative motion estimation between these images, as will be explained in the sequel. To define the homography matrix, we first recall the definition of homogeneous coordinates: A homogeneous representation of a point \( (x, y) \in \mathbb{R}^2 \) is the vector \( \mathbf{x} = [x_1, x_2, x_3]^T \in \mathbb{R}^3 \), which is defined up to scale. The homogeneous point \( (x_1, x_2, x_3) \) represents the point \( (x_1/x_3, x_2/x_3) \in \mathbb{R}^2 \). In particular, the homogeneous point \( (x, y, 1) \) represents the point \( (x, y) \). Homogeneous points with \( x_3 = 0 \) represent points which lie on a plane at infinity.\(^6\)

Given some point \( \mathbf{x} \) in the first image and a matching point \( \mathbf{x}' \) in the second image, both expressed in homogeneous coordinates, the following constraint can be written for the homography matrix, \( H \):

\[
\mathbf{x}' \cong H\mathbf{x}
\]  

(5)

Explicitly,

\[
\begin{bmatrix}
    x'_1 \\
    x'_2 \\
    x'_3
\end{bmatrix} \cong 
\begin{bmatrix}
    h_{11} & h_{12} & h_{13} \\
    h_{21} & h_{22} & h_{23} \\
    h_{31} & h_{32} & h_{33}
\end{bmatrix}
\begin{bmatrix}
    x_1 \\
    x_2 \\
    x_3
\end{bmatrix}
\]  

(6)

where \( \cong \) denotes equality up to scale. The entries of \( H \) are related to the observed scene-plane
parameters and to the translational and rotational motion. Assuming that \( \mathbf{x} = [x, y, 1]^T \), the second image coordinates \((x', y')\) may be computed based on the inhomogeneous form of Eq. (6) as follows:

\[
\begin{align*}
    x' &= \frac{x'_1}{x'_3} = \frac{h_{11}x + h_{12}y + h_{13}}{h_{31}x + h_{32}y + h_{33}} \\
y' &= \frac{x'_2}{x'_3} = \frac{h_{21}x + h_{22}y + h_{23}}{h_{31}x + h_{32}y + h_{33}}
\end{align*}
\]

(7) \hspace{1cm} (8)

There are various methods for estimating the homography matrix given two partially overlapping images. The method used herein relies on Ref. 6 and is summarized in Algorithm 1: First, Scale Invariant Feature Transform (SIFT)\(^{36}\) features and their descriptors are computed for each of the images. If one of the images is a mosaic image, an overlapping area between the two images is estimated based on information extracted from the navigation system, and the computation of SIFT features is performed only on this part of the mosaic image. The motivation to use SIFT and not the Harris detector with correlation correspondence stems from the fact that the camera may perform unconstrained relative motion between two images, especially in a scan scenario. This is better handled by SIFT (a brief description of SIFT is given in Appendix B).

Next, the features from the two images are matched based on the minimum Euclidean distance of their descriptor vectors, which yields a set of matched points, \( \mathcal{S} \). Features with duplicate image coordinates in this set are removed. Each SIFT feature is represented by 4 parameters \( \{x, y, \sigma, \theta\} \), where \((x, y)\) are the image coordinates of the feature, and \((\sigma, \theta)\) are the feature scale and orientation values, respectively, computed by the SIFT algorithm (cf. Appendix B). After the matching has been performed, the features image coordinates are the only parameters calculated in upcoming computations, and thus features with the same image coordinates and with other varying parameters, e.g. \( \{x, y, \sigma_1, \theta_1\} \), \( \{x, y, \sigma_2, \theta_2\} \), are in fact the same representation of a single feature, and are therefore discarded.

**Algorithm 1 Homography Estimation Algorithm**

1: Extract features from both images using the SIFT algorithm: \( \{\mathbf{x}_i\}_{i=1}^N \) and \( \{\mathbf{x}'_i\}_{i=1}^{N'} \).
2: Match features from both images based on their descriptor vectors, to produce the set \( \mathcal{S} = \{ (\mathbf{x}_i, \mathbf{x}'_i) \}_{i=1}^N \).
3: Apply Algorithm 2 for robust rejection of outliers in \( \mathcal{S} \), yielding a set \( \mathcal{R} = \{ (\mathbf{x}_i, \mathbf{x}'_i) \}_{i=1}^N \) of inliers matched points.
4: Perform homography least-squares (LS) estimation based on the matched points set \( \mathcal{R} \).

As the set \( \mathcal{S} \) may contain wrong matches (outliers), a robust estimation technique is applied, which provides a refined set of matched points, \( \mathcal{R} \subseteq \mathcal{S} \). This is performed by
applying the Random Sample Consensus (RANSAC) algorithm,\textsuperscript{26} which is summarized in Algorithm 2 for the case of homography matrix estimation.\textsuperscript{6}

First, four feature matches are drawn from the available features set $\mathcal{S}$, based on which the homography matrix, $H$, is calculated. This homography matrix is then used to choose a subset of feature matches $\mathcal{T} \subseteq \mathcal{S}$ that lie within a predefined threshold, $t_{\text{threshold}}$. More specifically, a pair of point correspondences $(x, x')$ is chosen if

$$d_E(x, H^{-1}x')^2 + d_E(x', Hx)^2 < t_{\text{threshold}}^2$$

where $d_E(., .)$ is the Euclidean distance between two points in the same image. The number of iterations, $M$, should be high enough to guarantee with some probability $p$ that at least one of the subsets $\{T_i\}_{i=1}^M$ is free from outliers (usually $p = 0.99$). Let $w$ be the probability that any chosen feature match is an inlier. Taking into account the fact that in each iteration 4 feature matches are drawn, the following equation may be written:

$$(1 - w^4)^M = 1 - p$$

Let $\epsilon = 1 - w$, i. e. $\epsilon$ is the probability that any chosen feature match is an outlier. Substituting $\epsilon$ into the above equation and performing some algebraic operations yields an expression for $M$:

$$M = \frac{\log (1 - p)}{\log (1 - (1 - \epsilon)^4)}$$

Since $\epsilon$ is unknown, it is evaluated at each iteration based on the believed number of inliers, which is the cardinality the subset $\mathcal{T}$, and the overall number of matched points (the cardinality of the set $\mathcal{S}$). Let the respective number of matched points in $\mathcal{T}$ and $\mathcal{S}$ be $L_T$ and $L_S$. Thus, $\epsilon$ is calculated at each iteration according to

$$\epsilon = 1 - \frac{L_T}{L_S}$$

and is then used to update the parameter $M$ based on Eq. (11).

After $M$ iterations, the subset with the maximum number of point matches is chosen among $\{T_i\}_{i=1}^M$. This subset, denoted by $\mathcal{R}$, contains the set of point matches that were identified by the RANSAC algorithm as inliers.

The final step in the homography estimation algorithm is to perform least-squares (LS) homography estimation based on the subset $\mathcal{R}$ of feature matches. Assuming $x'_i = (x'_i, y'_i, w'_i)$ and $x_i$ are a pair of matched points in $\mathcal{R}$, and denoting by $h^j$ the $j$-th row of the homography
Algorithm 2 RANSAC Algorithm for Homography Estimation

1: Initialization: $M = \infty$, $Counter = 0$.
2: while $M > Counter$ do
3: \quad $T = \emptyset$.
4: \quad Draw 4 feature matches from $S$ and compute the homography matrix $H$ based on these matches.
5: \quad Construct a subset $T$ of feature matches which are consistent with $H$: Each feature match, $(x, x') \in S$, for which Eq. (9) holds is added to $T$.
6: \quad Calculate $\epsilon$ according to Eq. (12).
7: \quad Update $M$ based on the calculated $\epsilon$ according to Eq. (11). Assume $p = 0.99$.
8: \quad $Counter \leftarrow Counter + 1$.
9: end while
10: Choose a subset $R \in \{T_i\}_{i=1}^M$ which has a maximum number of feature matches among $\{T_i\}_{i=1}^M$.

matrix $H$, Eq. (5) yields the following two independent linear equations:\(^6\)

\[ A_i h = 0 \]  
(13)

where

\[ A_i = \begin{bmatrix} 0^T & -w'_ix_i^T & y'_ix_i^T \\ w'_ix_i^T & 0^T & -x'_ix_i^T \end{bmatrix} \]  
(14)

and $h = [h^T \ h'^T \ h^{3T}]^T$. Thus, from the $N_R$ point matches of the subset $R$, a system of linear equations can be written, $Ah = 0$, where the matrix $A$ is composed from the rows of $A_i$, $A \in \mathbb{R}^{2N_R \times 9}$.

The LS estimation of $H$ is accomplished by performing a singular value decomposition of the matrix $A$:

\[ A = UDV^T \]  
(15)

where $U$ and $V$ are orthogonal matrices and $D$ is a diagonal matrix containing the singular values of the matrix $A$. Assuming the singular values are arranged in descending order in the matrix $D$, $h$ is set to the last column of $V$ and is then used to construct the homography matrix $H$ (cf. Ref. 6).

It is also possible to estimate the fundamental matrix, $F \in \mathbb{R}^{3 \times 3}$, given a set of matched points. The fundamental matrix will be used in one of the examined methods for motion estimation (Section IV) based on regular camera captured images (and not mosaic images). The fundamental matrix represents the epipolar constraint, expressed for a pair of corresponding points $x = (x, y, 1)^T$ and $x' = (x', y', 1)^T$ as

\[ x'^TFx = 0 \]  
(16)
or in the explicit form

\[ x'x f_{11} + x'y f_{12} + x'f_{13} + y'x f_{21} + y'y f_{22} + y'f_{23} + xf_{31} + yf_{32} + f_{33} = 0 \]  

(17)

where \( f_{ij} = F(i,j) \).

By letting \( f \in \mathbb{R}^9 \) denote a 9-dimensional vector constructed from the entries of \( F \), Eq. (17) can be written as

\[
\begin{bmatrix} x', x', y', x, y, y', x, y, 1 \end{bmatrix} f = 0
\]

(18)

When \( n \) matched points are available, the following set of linear equation may be formed

\[
\tilde{A}f = 0
\]

(19)

where

\[
\tilde{A} = \begin{bmatrix}
x'_1x_1 & x'_1y_1 & x'_1 & y'_1x_1 & y'_1y_1 & y'_1 & x_1 & y_1 & 1 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
x'_nx_n & x'_ny_n & x'_n & y'_nx_n & y'_ny_n & y'_n & x_n & y_n & 1
\end{bmatrix}
\]

(20)

Since each pair of corresponding points contributes a single equation, a minimum of 8 feature matches is required for calculating the fundamental matrix (in contrast to 4 feature matches in the case of homography computation).

The estimation process of \( F \) is similar to the estimation process of \( H \), which is summarized in Algorithm 1, with the following exceptions:

- In Step 4 of Algorithm 2, 8 feature matches instead of 4 matches are drawn.
- Eq. (9) used in Step 5 of Algorithm 2, is replaced with

\[
\frac{(x^T F x)^2}{(F x)^2_1 + (F x)^2_2 + (F x')^2_1 + (F x')^2_2} < t^2_{threshold}
\]

(21)

where \((F x)^2_j\) is the \( j \)-th entry of the vector \( F x \).
- The LS estimation in Step 4 of Algorithm 1 is computed based on the matrix \( \tilde{A} \) defined in Eq. (20).

It is important to note that the fundamental matrix cannot be estimated if one of the two examined images is a homography-constructed mosaic, because any two views of a scene are related by a homography relation (Eq. (5)) only in the case of a planar scene or a pure rotation; in these scenarios, however, the epipolar geometry is undefined.\(^6\)
2. **Mosaic Construction Logic**

The mosaic construction process and the camera scanning procedure are coupled. During the scan, images are captured using varying camera angles. While all the images contribute to the construction of a mosaic, only images taken while the camera was pointing downwards are used for motion estimation. These images are referred to as *downward-looking images*.

Figure 3 provides a block diagram of the implemented mosaic construction process. The mosaic image is expressed in the current downward-looking image coordinate system, defined as the coordinate system $C$ of the most current downward looking image. Thus, a new non downward-looking image is warped towards the mosaic image based on the homography estimation between these two images, whereas if the new image is a downward-looking image, the mosaic image is warped towards the new image. The latter process is required since the observations that are derived from the homography matrix describe camera motion between time instances of successive downward-looking images (cf. Ref. 1). The increased overlap between the warped mosaic image and the new downward-looking image (cf. Figs. 2(a) and 4), and the quality of the estimated homography matrix, are the two factors that allow better motion estimation in certain scenarios, as will be demonstrated in Section IV-B.

Warping the mosaic image is a computationally-extensive operation; the computational effort increases with time due to growth of the mosaic image size. Other variations of this process may be considered to alleviate the computational load. One possible approach is to construct the mosaic image in a constant reference frame, and to warp relevant regions from the mosaic towards the previous downward-looking image frame once motion estimation is required. After the relevant image has been warped, the two images are blended using one of the available image integration techniques.\[13,14,23\]

An example of the mosaic image construction process, based on real images acquired using the scanning procedure described above, is given in Fig. 4. The images were captured using Google Earth, as detailed in Section IV-B. One can easily notice the increased overlapping region in the mosaic image (Figure 4(b)) and the new downward-looking image (Figure 4(c)).

### Non Downward-Looking Images

If the new image is a non downward-looking image, the homography estimation is *incremental*, as described below. The purpose of the incremental estimation is reducing the accumulation of alignment errors in the mosaic image, while updating it with new non downward-looking images.

The proposed method is an adaptation of the procedure suggested by Refs. 37,10 for the camera scanning method used herein. Denote by $r$ the index of the most recent downward-looking image, defining the reference frame in which the current mosaic image is expressed. Each new image $I_k$, which is a *non-*downward-looking image, is matched against the previous image $I_{k-1}$, yielding a homography between these two images $H_{k\rightarrow k-1}$. The next step is to
calculate an intermediate homography matrix between the new image $I_k$ and the current mosaic image, relying on information computed for the previous image $I_{k-1}$:

$$H_{k \rightarrow r}^l = H_{k-1 \rightarrow r} \cdot H_{k \rightarrow k-1}$$

(22)

where $H_{k-1 \rightarrow r}$ is the homography matrix from the previous image, $I_{k-1}$, to the current mosaic image. This homography matrix was calculated and saved while processing image $I_{k-1}$.

Once this homography is available, the new image $I_k$ is warped towards the mosaic image using the homography matrix $H_{k \rightarrow r}^l$: Every point $x_i$ in $I_k$ is transformed to $x'_i = H_{k \rightarrow r}^l \cdot x_i$ while maintaining its intensity level, $I(x'_i) = I(x_i)$. The set of these transformed points, along with the intensity levels, $\{x'_i, I(x'_i)\}$, constitute a warped image $\tilde{I}_r^k$.

Ideally, the warped image and the mosaic image should be in perfect alignment; however, due to homography estimation errors, this does not happen. To improve the estimation, a correction homography between the warped image, $\tilde{I}_r^k$, and the current mosaic image, is estimated by applying the standard homography estimation technique given in Algorithm 1 on these two images. This homography, $H_{corr}$, is used to correct the estimated intermediate homography matrix between the new image and the mosaic image,

$$H_{k \rightarrow r} = H_{corr} \cdot H_{k \rightarrow r}^l$$

(23)

Finally, the new image, $I_k$, is warped towards the current mosaic image using the improved homography matrix, $H_{k \rightarrow r}$, followed by an integration of the two images into an updated...
mosaic. In addition, $H_{k\rightarrow r}$ is saved for future use with new non downward-looking images. The process repeats for each new image that was not taken when the camera was looking downward.

**Downward-Looking Images**

Once a new downward-looking image, $I_d$, is captured, a direct estimation of the homography matrix relating this new image to the previous mosaic is performed. The mosaic image is warped towards the new image using this homography, and the two images are integrated into an updated mosaic. As a result of the warping operation, the new mosaic image is expressed in the coordinate system of $I_d$ (i.e. the reference index $r$ is changed to $d$), and the homography matrix that relates the current image to the mosaic is set to the identity matrix, i.e. $H_{r\rightarrow r} = I$. From here on, each new non downward-looking image will be matched against mosaic images expressed in the updated reference frame, until another downward-looking image is received.
Figure 4. Mosaic Image Incremental Construction and Camera Scan Example. The images were acquired from Google Earth with a narrow FOV camera of $5^\circ \times 3^\circ$. The camera scan procedure is comprised of taking two non downward-looking images in each direction (cf. Figure 2(a)), while the images that are located in the middle of the mosaic image are the downward-looking images. (a) A mosaic image from previous steps. (b) Inclusion of a new non downward-looking image into the mosaic image. (c) A new downward-looking image. (d) Inclusion of a new downward-looking image (c) into the mosaic image (b), and relative motion estimation between these two images. Notice the increased overlapping region (marked by a dotted line) between the previous mosaic image (b) and the new downward-looking image (c).
IV. Image-Based Motion Estimation

In this section, two methods for motion estimation are discussed. In both cases, it is assumed that the calibration matrices are known, and that there are no additional sensors or information except the information provided by the camera. Thus, the translation motion between two images can be estimated only up to scale (i.e. only the translation direction can be estimated).

The first method assumes some general scene and a translation motion of the camera, a scenario that can be described by means of epipolar geometry (see, e.g. Ref. 6). Estimation of the fundamental matrix, $F$, (cf. Section III-B.1) enables extraction of the motion parameters according to the following relationship:

$$F = K'^{-T} t^\wedge R K^{-1}$$

(24)

where $K', K$ are the calibration matrices at two images time instances, $t$ is the translation vector, $R$ is the rotation matrix and $(\cdot)^\wedge$ is the matrix cross-product equivalent defined for some vector $a = [a_1, a_2, a_3]^T$ as

$$a^\wedge = \begin{bmatrix}
0 & -a_3 & a_2 \\
a_3 & 0 & -a_1 \\
-a_2 & a_1 & 0
\end{bmatrix}$$

(25)

The calibration matrix of a CCD camera, assuming square pixels, can be written as:

$$K = \begin{bmatrix}
f & s & p_x \\
0 & f & p_y \\
0 & 0 & 1
\end{bmatrix}$$

(26)

Here $f$ is the camera focal length, $p_x, p_y$ are the principal point coordinates relative to the camera system origin, and $s$ is a skew parameter. The extraction procedure of the motion parameters from Eq. (24), given the matrices $F, K, K'$, is given in Chapter 8.6 of Ref. 6.

When a planar scene or a pure rotation motion is considered, the method described above cannot be applied because the epipolar geometry is undefined. As explained by Ref. 6, the two views are related in this case by a homography matrix, $H$, which can be written as:

$$H = K' \left[ R - \frac{t}{z} n^T \right] K^{-1}$$

(27)

where $z$ is the scene depth and $n = (a, b, c)^T$ is a unit vector normal to the scene plane (both
are unknown). A 3D point \((x, y, z)^T\) is located on the scene plane if

\[ ax + by + cz = 1 \]  

(28)

A method for extracting the motion parameters from Eq. (27) was suggested in Ref. 8, where it was proven that there are at most two valid sets of solutions \((t, R, n)\). The correct solution out of these two alternatives can be chosen based on \(n\) while relying on previous estimates. If one of the processed images is a mosaic image, the principal point coordinates in its calibration matrix (Eq. (26)) should be updated with the location of the most current downward-looking image in the mosaic. The implementation of the estimation process in this work involves yet another phase, which will be described in the next section.

The experimental results of motion estimation, which are presented in Section IV-B, are based on both methods discussed above. However, when assuming a narrow-FOV camera, the epipolar geometry method tends to become ill-conditioned, due to the limited ground information captured by the camera, resulting in a semi-planar scene. In addition, estimation of the fundamental matrix cannot be performed in a mosaic-based framework (cf. Section III-B.1). Thus, in case of a narrow-FOV, only the homography-based motion estimation method is relevant. This method was applied on two motion estimation frameworks: The traditional two-view framework, in which the two images are regular camera-captured images, and the mosaic framework, in which one of the images is a mosaic image from the previous time step.

The next section describes the implemented method for motion estimation in a planar scene. Section IV-B focuses on the performance of the motion estimation techniques described above, using the mosaic framework viz-à-viz the traditional two-view framework. First, results of motion estimation based on the two-view framework are given and analyzed for the case of a wide-FOV camera. Second, the performance of the mosaic framework and the two-view framework is evaluated for a narrow-FOV camera and various scene types. It is shown that the mosaic framework yields considerably better results in the case of low-texture scenes.

### A. Implementation of Motion Estimation Assuming a Planar Scene

As mentioned in Section III-B.1, the homography estimation process involves the RANSAC algorithm for robust outliers rejection. The output from this algorithm is a subset \(R\) of feature matches that are considered to be inliers. These are then used for LS estimation of the homography matrix. When considering ideal features, this process yields the same results when executed several times. However, the solution does differ from one execution to another for noisy data (for a given threshold value), since each execution may yield a different features subset group, and hence a different estimation of the homography matrix.
(and the motion parameters).

More specifically, assume that the extracted SIFT features image coordinates are corrupted with some noise. As a consequence, the computed set $S$ of all point matches (step 2 in Algorithm 1) is also corrupted with noise, and in addition may contain false matches (outliers). In each iteration of the RANSAC algorithm, four point matches are drawn and used to compute a homography matrix which is then utilized to construct a subset $T$ of point matches that are consistent with this homography matrix (Step 5 in Algorithm 1).

Consider such two different iterations yielding the subsets $T_1$ and $T_2$, and assume that these subsets do not contain any false matches. In each of these subsets, the homography matrix was computed based on a different set of drawn 4 point matches. These two homography matrices, $H_1$ and $H_2$, are expected to be different, despite the fact that they were computed based on inlier point matches, since all the features in $S$, and in particular the drawn features, are corrupted by noise.

In the next step of the RANSAC algorithm, all point matches in $S$ are checked for consistency with the homography matrix, $H_i, i = \{1, 2\}$, according to Eq. (9):

\[
d_E(x, H^{-1}_i x')^2 + d_E(x', H_i x)^2 < t_{\text{threshold}}^2
\] (29)

Only point matches that agree with the above condition are added to the subset $T_i$. Since both homography matrices are legitimate (as they were calculated based on inlier point matches) but different, it is obvious from Eq. (29) that the two subsets $T_1$ and $T_2$ will be identical for a sufficiently large value of $t_{\text{threshold}}$ (which should still reject false matches). However, decreasing the value of $t_{\text{threshold}}$ will yield different subsets $T_1$, $T_2$, starting from some critical value.

This critical value is influenced by the image features noise characteristics, and is therefore a function of the observed scene: Images of high-texture scenes are likely to be corrupted with less noise compared to images of low-texture scenes, since in the former case the features are localized with improved precision. Thus, a specific value of $t_{\text{threshold}}$ might yield identical subsets $T_1$, $T_2$ in certain scenarios, and different subsets in other scenarios.

The above conclusion is valid also for the output from the RANSAC algorithm (the inliers subset, $R$), as it is merely one of the subsets constructed during its iterations (cf. Algorithm 2). Thus, sequential activation of the RANSAC algorithm might give different subsets of $R$, implicating that the LS homography estimation (Step 4 in Algorithm 1) will yield a number of different homography matrices $\{H_i\}$, and consequently, a set of motion parameters extracted from each homography matrix $H_i$. This process of homography matrix estimation, involving a sequential execution of the RANSAC algorithm, is denoted in this section as sequential homography estimation.
Given the set of motion parameters, \( \{(t_i, R_i, n_i)\}_{i=1}^N \), obtained from the above described sequential homography estimation process, one can employ different logic for automatically choosing the most accurate motion estimation. The logic implemented in this work consists of the following steps.

Denote \(|q| = [q_1, \ldots, q_n]^T = \|q_1, \ldots, q_n\|^T\). Define the mean unit vector normal to a scene plane, based on the normal unit vectors \(\{n_{i, \text{prev}}\}_{i=1}^N\) from estimates of \(N_{\text{prev}}\) previous images, as

\[
n_{\mu, \text{prev}} = \frac{\sum_{i=1}^{N_{\text{prev}}} |n_{i, \text{prev}}|}{\sqrt{\sum_{i=1}^{N_{\text{prev}}} |n_{i, \text{prev}}|^2}}
\]  

(30)

Compute a score for each available solution \((t_i, R_i, n_i)\) based on the proximity of its normal unit vector \(n_i\) to the mean unit vector \(n_{\mu, \text{prev}}\):

\[
s_i = |\langle n_{\mu, \text{prev}}, n_i \rangle| 
\]  

(31)

where \(\langle ., . \rangle\) is the inner product operator. Calculate the mean and the standard deviation \((s_\mu, s_\sigma)\) of the set \(\{s_i\}_{i=1}^N\), and reject all the solutions whose score is lower than \(s_\mu - s_\sigma\). Denote by \(N_1\) the number of remaining solutions.

Next, a translation matrix \(\Lambda = (\lambda_1, \lambda_2, \lambda_3)\) is constructed from the absolute values of the translation motion estimation vectors in the set of remaining solutions \((\Lambda \in \mathbb{R}^{N_1 \times 3})\):

\[
\Lambda = (\lambda_1, \lambda_2, \lambda_3) \equiv \left[ \begin{array}{c} |t_{1, \text{prev}}^T| \\ |t_{2, \text{prev}}^T| \\ \vdots \\ |t_{N_1, \text{prev}}^T| \end{array} \right]
\]  

(32)

Each of the \(\Lambda\) columns is examined for outliers based on the distribution of its values. More specifically, a histogram of the vector \(\lambda_i\) is computed over \(N_1\) slots in the range \([\min(\lambda_i), \max(\lambda_i)]\), followed by a rejection of entries in \(\lambda_i\) which do not appear in clusters. Denote by \(N_2\) the number of remaining solutions after this step was applied on all three columns of \(\Lambda\).

Finally, a solution is chosen among the remaining-solutions set \(\{(t_i, R_i, n_i)\}_{i=1}^{N_2}\), whose normal is the closest to \(n_{\mu, \text{prev}}\), i.e., a solution with the highest score \(s_i\).

If the mean normal vector from previous images is unavailable, a solution \((t, R, n)\) is chosen whose normal vector \(n\) is the closest to the mean normal vector of all the other solutions in \(\{(t_i, R_i, n_i)\}_{i=1}^{N_2}\), i.e., a solution \(i\) that maximizes \(\langle n_i, n_\mu \rangle\) where \(n_\mu\) is defined as

\[
n_\mu = \frac{\sum_{i=1}^{N_2} |n_i|}{\sqrt{\sum_{i=1}^{N_2} |n_i|^2}}
\]  

(33)
The sequential homography estimation process described above is summarized in Algorithm 3. In the current implementation, this routine was executed with \( N = 10 \), i.e., a single execution of the sequential homography estimation procedure consists of running the standard homography estimation given in Algorithm 1 10 times. The improvement in the precision of estimation is clearly evident in Figure 5(c), where the same pair of images was used to perform motion estimation with and without a sequential homography estimation. The figure presents a cumulative distribution function (CDF) of errors in the estimation of the translation direction; the \( x \)-axis values represent different thresholds of errors (in degrees), while the \( y \)-axis represents the percentage of estimations with an estimation error lower than the threshold values.

**Algorithm 3 Sequential Homography Estimation Algorithm**

1: Run \( N \) times Algorithm 1 for homography matrix estimation, and calculate the solution set from the estimated homography matrices: \( \{(t_i, R_i, n_i)\}_{i=1}^N \).

2: if At least one image was already processed then

3: Compute a score \( s_i \) for each solution, based on Eqs. (30,31).

4: Reject solutions whose score is lower than \( s_\mu - s_\sigma \), where \( (s_\mu, s_\sigma) \) are the mean and standard deviation values of the computed set of scores \( \{s_i\}_{i=1}^N \).

5: end if

6: Construct a translation matrix \( \Lambda \) based on Eq. (32) and examine each of its columns for outliers. Solutions that contain outliers are rejected, yielding a refined set \( \{(t_i, R_i, n_i)\}_{i=1}^{N_2} \) of solutions.

7: if At least one image was already processed then

8: Choose a solution \( (t, R, n) \in \{(t_i, R_i, n_i)\}_{i=1}^{N_2} \) with the highest score.

9: else

10: Choose a solution \( (t, R, n) \in \{(t_i, R_i, n_i)\}_{i=1}^{N_2} \) which maximizes \( <n, n_\mu> \), where \( n_\mu \) is computed according to Eq. (33).

11: end if

The results in Figure 5(c) were achieved by executing a standard homography estimation (Algorithm 1) and a sequential homography estimation (Algorithm 3) 100 times on a pair of low-texture images taken with a \( 7^\circ \times 4^\circ \)-FOV camera (Figures 5(a) and 5(b)), i.e., executing the homography estimation procedure described in Section III-B.1 100 times, and executing the sequential homography estimation procedure 100 times. The advantage of the sequential homography estimation is significant. For example, nearly 80% of the estimation errors were below \( 20^\circ \) when applying sequential estimation, compared to only 50% with a standard homography estimation.

It is important to note that the sequential estimation procedure was applied for both the mosaic-based and two-view motion estimation methods. Furthermore, implementation of more sophisticated methods for homography estimation (such as bundle adjustment),
if enough computational resources are available, are expected to improve the estimation accuracy and also to eliminate the need in the sequential estimation procedure described in this section. However, the sequential estimation procedure provides significant improvement in precision, given the standard estimation technique given in Algorithm 1 is used.

B. Image-Based and Mosaic-Based Motion Estimation - Performance Evaluation for Different Camera FOVs

This section presents a performance evaluation of the mosaic-based motion estimation method, summarized in Algorithm 4, for different camera FOVs and different scene types. The results of the mosaic-based estimation are compared to the traditional two-view motion estimation. The experiments are based on real image sequences acquired using Google Earth, which contains 3D geo-data of Earth based on real imagery and thus may be used as a substitute for complicated test setups in which the camera captures 3D scenes. Further details regarding the interface to Google Earth are provided in Appendix A.

Algorithm 4 Mosaic-Based Motion Estimation

1: Input: Image $I_k$ and previous mosaic image $M_{k-1}$.
2: if Image $I_k$ is a downward-looking image then
3: Perform motion estimation between image $I_k$ and mosaic image $M_{k-1}$ following Algorithm 3.
4: end if
5: Calculate camera angles for next image according to Section III-A.
6: Update the mosaic image $M_{k-1}$ with image $I_k$ according to Section III-B.

Due to the different accuracy levels of the estimated motion parameters given different images, and the need to evaluate the overall performance, the results are presented in terms of a cumulative distribution of the estimated motion parameters error along the image sequences that were used during the examinations.

We begin by examining the accuracy of the translation direction estimation in the case of a wide-FOV camera. Given a non-flat scene and a camera with a wide FOV, one can estimate the fundamental matrix, since the epipolar geometry is well defined (as long the camera performs some translation motion), and then extract the motion parameters (rotation and up-to-scale translation). Figure 6 shows the accuracy of the translation direction estimation for the two-view motion estimation method. It can be seen that more than 70% of the estimates yield accuracy better than $5^\circ$, and that more than 90% of the estimates provide accuracy better than $15^\circ$.

The more interesting and challenging scenarios, however, are those involving a camera with a narrow FOV and low-texture scenes, which result in low-quality and very few features. Such scenarios are common in many airborne applications. The combination of a narrow FOV
and low-texture scenes raises significant hurdles when trying to estimate the fundamental matrix, because the epipolar geometry is ill-conditioned. A common remedy in these cases is to assume a planar scene and to perform homography matrix estimation\textsuperscript{8,12} followed by a motion parameters extraction (see Section IV).

Next, we examine the performance of the proposed mosaic-based motion estimation method for cameras with a narrow FOV, compared to estimations of the two-view framework. In both cases the motion parameters are extracted from an estimated homography matrix. However, in the mosaic framework only the downward-looking images participate in the motion estimation (cf. Algorithm 4).

To evaluate the performance of the proposed mosaic framework for motion estimation, several experiments were carried out using real image sequences acquired from Google Earth.

An aerial platform equipped with a gimbaled camera was assumed to perform a straight-and-level north-heading trajectory\textsuperscript{a}, whose details are given in Table 1. The observed scene along this trajectory is of a planar nature with about 50 m elevation above sea level. Image sequences were acquired from Google Earth, using the same trajectory, for each of the examined motion estimation methods: Images for the traditional two-view motion estimation method were captured using a constant downward looking camera at a 1 Hz frequency, while images for the mosaic-based motion estimation method were captured according to the camera scanning procedure, discussed in Section III-A, at a 5 Hz frequency.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda$</td>
<td>Initial latitude</td>
<td>32.8285005298</td>
<td>deg</td>
</tr>
<tr>
<td>$\Lambda$</td>
<td>Initial longitude</td>
<td>35.1479222075</td>
<td>deg</td>
</tr>
<tr>
<td>$alt$</td>
<td>Initial altitude above sea level</td>
<td>1500</td>
<td>m</td>
</tr>
<tr>
<td>$V^L$</td>
<td>Velocity in LLLN system</td>
<td>$[100, 0, 0]^T$</td>
<td>m/s</td>
</tr>
<tr>
<td>$\Psi$</td>
<td>Platform attitude</td>
<td>$[0, 0, 0]^T$</td>
<td>deg</td>
</tr>
</tbody>
</table>

The experiments are different in the camera FOV (7° × 4° and 5° × 3°) and in the scene type captured by the camera. Two scene types were examined. In the first scene type, the captured images were usually high-textured and thus had numerous high-quality features, as opposed to the second scene type, which is characterized by low-texture images and a small number of features. Examples of typical images of these two scene types are given in Figure 7.

Figures 8 and 9 present the experimental results: Figure 8 depicts the cumulative dis-

\textsuperscript{a}The same trajectory and image sequences were used in experiments of mosaic-aided navigation, presented in Part II of this work.\textsuperscript{1}
tribution of the translation direction estimation error, while Figure 9 shows the cumulative distribution of the rotation estimation error. The shown rotation error is the maximum value of the error in the estimated rotation vector, i.e.

\[
\Delta \eta \triangleq \max(|\Delta \phi|, |\Delta \theta|, |\Delta \psi|)
\]  

(34)

where \(\Delta \phi, \Delta \theta, \Delta \psi\) are the Euler angle errors in the estimated rotation matrix, that were computed from the DCM \(R_{\text{err}}\):

\[
R_{\text{err}} \equiv R_{\text{true}} \cdot R^T
\]  

(35)

Here \(R_{\text{true}}\) and \(R\) are the true and estimated values of the rotation matrix, respectively.

Each of these figures describe the performance of the examined motion estimation methods for the following four scenarios:

- FOV 7\(^\circ\) × 4\(^\circ\), high-texture scene.
- FOV 7\(^\circ\) × 4\(^\circ\), low-texture scene.
- FOV 5\(^\circ\) × 3\(^\circ\), high-texture scene.
- FOV 5\(^\circ\) × 3\(^\circ\), low-texture scene.

The platform performed the same trajectory for each scene type. Thus images that were taken by the two examined camera FOVs in high-texture scenes are different only due to the change in the camera FOV only, and not because of a different platform trajectory (the same applies to low-texture scenes as well).

As expected, for both methods the estimated motion precision deteriorates when a smaller FOV camera is assumed. For example, the percentage of translation direction estimations with estimation errors below 15\(^\circ\) is around 60\% in case of a 7\(^\circ\) × 4\(^\circ\) FOV (Figure 8(d)), dropping to 20\% for the narrow FOV of 5\(^\circ\) × 3\(^\circ\) (Figure 8(b)).

The same applies to rotation estimations. Around 90\% of the estimates are provided with an estimation error below 10\(^\circ\) in the case of a 7\(^\circ\) × 4\(^\circ\) FOV (Figure 9(d)), compared to 20\%-40\% in the other case (Figure 9(b)). As will be seen in Part II of this work,\(^1\) these motion estimations can be effectively utilized for improving the performance of navigation systems.

The precision of motion estimation is better for the high-texture scenes compared to low-texture scene due to the larger number of high-quality features. This can be seen by comparing Figure 8(d) to Figure 8(c). However, the low-texture scenes are common in many airborne applications; it is in these scenarios that the mosaic provides improved motion estimation.
It is important to understand when the mosaic-based method outperform the two-view-based method. In the context of motion estimation, the two methods differ only in the size of the image overlap region. Due to the camera scanning process, the constructed mosaic image contains an enlarged overlapping region compared to the overlapping region between two regular images. This region is comprised of the original overlapping area between two regular images and an additional overlapping region - see a schematic illustration in Figure 2(a) and a mosaic example image in Figure 4. However, since the mosaic construction process is imperfect, features from the additional overlapping area tend to be of lower-quality compared to those from the original overlapping region, while features from the original overlapping region are of the same quality in both cases (the camera-captured image and the mosaic image), due to the mosaic construction process (cf. Section III-B). Thus, there is an inherent tradeoff: On the one hand, the mosaic provides an increased number of features, while on the other hand, part of the features are of a lower quality. Hence, the performance of the mosaic-based method is expected to be superior over the two-view framework in “difficult” scenarios, in which the overlapping region between two captured images cannot yield a large number of high-quality features, i.e., a narrow-FOV camera and low-texture scenes.

The above finding clearly evident in Figures 8(a) and 9(a), which describe the scenario of a narrow-FOV camera ($5^\circ \times 3^\circ$) and a low-texture scene. It can be seen that the mosaic-based motion estimation yields considerably better results compared to the two-view motion estimation. For example, in case of translation direction estimation (Figures 8(a)), 50% of the estimates using the mosaic method are provided with an accuracy better than 15°, compared to only 20% using the two-view method. In the case of rotation estimation, the mosaic-based motion estimation yields improved results for the narrow FOV camera in both scene types (Figures 9(a) and 9(b)). As for the other examined scenarios, there is some advantage in favor of the two-view framework, since in these cases the set of high-quality features that can be extracted from the overlapping region between the two captured images is sufficiently large, while the inclusion of lower-quality additional features only deteriorates the estimation precision.

The performance of the mosaic-based motion estimation method can be further enhanced by implementing more sophisticated methods of mosaic construction, such as adjusting the estimated homography matrices of images from consecutive scan stripes by means of global optimization. This should not be a very expensive operation due to the small number of features in each image (because of the assumed narrow-FOV camera and a low-texture scene) and the limited number of images that constitute each scan stripe (5 images in the current implementation). In addition, the performance of both methods can be improved by following more powerful homography estimation methods. The reader is referred to Ref. 6.
for further details.
Figure 5. (a),(b) Images of a low-texture scene captured from Google Earth by a $7^\circ \times 4^\circ$ FOV camera. (c) Motion sequential estimation vs. standard estimation over the pair of images presented in (a),(b): CDF of the translation direction estimation error. The improvement in favor of sequential estimation can be clearly seen. For example, nearly 80% of the estimations errors were below $20^\circ$ when applying sequential estimation, compared to only 50% in case sequential estimation is not applied.
Figure 6. CDF of the translation direction estimation error based on two-view framework, wide camera FOV (about 30°). The translation motion was extracted from an estimated fundamental matrix. More than 90% of the estimates are at least 15°-accurate.

Figure 7. Images taken by a camera with a 7°×4° FOV: (a) High-texture scene; (b) Low-texture scene.
Figure 8. Translation direction estimation accuracy for different scene types and camera field of views (CDF). The mosaic framework improves the accuracy of translation direction estimation for a narrow FOV of $5^\circ \times 3^\circ$, while dealing with low-texture type scenes.
Figure 9. Rotation estimation accuracy for different scene types and camera field of views (CDF). The mosaic framework improves the accuracy of rotation estimation for a narrow FOV of $5^\circ \times 3^\circ$, in both low and high texture scene types. Similar estimation accuracy in both methods for camera with $7^\circ \times 4^\circ$ FOV, with some advantage in favor of two-view framework.
V. Conclusions

This paper developed a method for improving vision-based motion estimation utilizing an on-line mosaic image construction process. The system considered in this work consisted of an airborne platform equipped with a standard navigation system and a gimballed camera, which scanned ground regions during flight. The camera-captured images were processed on-line by the mosaic construction procedure into a single mosaic image. In parallel, part of these image were also used for motion estimation.

The improvement in precision of mosaic-based motion estimation was due to the enlarged overlapping regions between the camera-captured image and the most recent mosaic image. The proposed mosaic-based method for motion estimation was examined using real image sequences acquired from Google Earth, which demonstrated its superiority over the traditional two-view motion estimation method for difficult scenarios, such as cameras with narrow field-of-views and low-texture scenes.

In particular, a $5^\circ \times 3^\circ$ FOV camera was examined in a low-texture scene scenario, for which it was shown that about 50% of the translation estimations achieved using the mosaic-based motion estimation method were with a better accuracy than $15^\circ$, compared to only 20% when a traditional two-view method was applied.

Appendix A: Google Earth Interface

Figure 10 schematically depicts the interface to Google Earth. Given a platform trajectory and measurement settings (such as measurement frequency), a command is sent to Google Earth throughout the interface to display a region at a specified position (latitude, longitude and altitude) and inertial orientation. These are computed based on the current platform position, attitude and camera angles. In addition, special care was taken to allow roll motion in Google Earth, as this type of motion is not supported by the current version of Google Earth.

In the current implementation, the image acquisition through Google Earth is performed offline, i.e., this command is sent according to the measurement’s frequency and the acquired images are saved into some repository. The images are injected into the image processing module in the simulation at appropriate instants. Examples of images acquired from Google Earth are given throughout the paper (e.g. Figure 7).
Figure 10. A schematic illustration of an interface between the platform trajectory and Google Earth.
Appendix B: Scale Invariant Feature Transform (SIFT)

Scale Invariant Feature Transform (SIFT) [36] is a method for extracting features from images, which are then can be used for matching the same scene observed from different views. The features are invariant to image scaling and rotation, and provide robust matching to a variety of other transformations that an image object might undergo (such as change of illumination, affine transformations, change in viewpoint). They are also highly distinctive, i.e., a specific feature can be correctly found among a large set of different features.

The computation of SIFT features is performed in several steps. First, a scale-space representation of the image is generated by smoothing the original image with a Gaussian kernel, followed by an extrema detection of this scale-space representation. This step yields a set of candidate points \( \{(x, y, \sigma)\} \) for SIFT features, where \((x, y)\) are the image coordinates of the feature, and \(\sigma\) is the width of the Gaussian kernel for which the extrema were found. Low-contrast candidate points and the candidate points that are positioned along edges are rejected for improved stability, yielding a reduced set of features. The next step is to assign orientation \(\theta\) based on local image properties for each feature, which ensures invariance of the feature to image rotation. In the last step of the SIFT algorithm, each extracted SIFT feature is attached with a descriptor vector, which encodes information regarding this feature and is used to distinguish this specific feature from other features. In a default SIFT implementation, this vector contains 128 elements.

Thus, a SIFT feature is represented by 4 parameters \(\{x, y, \sigma, \theta\}\), and by a 128-length descriptor vector, which is used for matching a specific SIFT feature with other SIFT features (from other images). The matching of a specific feature \(i\) with a set of other features is based on computation of Euclidean distances between the descriptor vector of feature \(i\) and the descriptor vectors of the features in the set. The matched feature is chosen as the feature in the set for which a minimum Euclidean distance was obtained.
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