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1. Introduction 3. Contributions 4. Experiments |: Sensor Deployment
el Decision making under uncertainty over high-dim. state spaces *! Information Gain (IG) and Matrix Determinant Lemma 50 .
| Belief space planning, active SLAM/sensing, graph sparsification *! Re-use of Calculation ol Select most informative locations 40 0
| Objective: Find action(s) that minimizes an information-theoretic *! Focused Decision Making to deploy sensors: 20 40H30

objective function (e.g. entropy) of future belief
-1 I"H#3%&'() case: future belief over all states

-1 *$%4&() case: future belief over only subset of states 3a. |G, Matrix Determinant Lemma

| Key idea: avoid calculating determinants of large matrices
| |G (suggested also in [4]) keeps same trend of action impacts:

e/ Comparing standard and
presented techniques:
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Standard approach to evaluate Impact of a Smgle action: Timing, unfocused scenario: Timing, focused scenario:
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! Decision making over high-dim. state spaces is Expensive! — < L A B o S nerse 21000 m>
ol Previously solved for specific cases via conservative info. space [1] ol Final Cost: |Jdic(8) = Eln‘lm +A 1" Ag‘ g4oo— { < “ie
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-1C is set of involved variables in new terms ~ = 500 [-o-Partitions -
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*! Given action a=U_,,,,, and new observations, future belief is: . 3b. Re u;e of C?}S”'a“o“ | |
A o L New terms el Re-use expensive computation of 2, = for all candidate actions
Of Xio ] =11 A 2o lé:k—l)'l:[l Xl X W) B A K ol C,, -issetofall involved variables in all actions 5. Experiments 11: Measurement Selection
| | AT A el Compute prior marginal covariance Zf’C’“”
| A posteriori information matrix: ' ., = T ol llcing i - _
o L , , . oL Jacobian of action A ' Usmg.lt, CaICUIate.JIG (CZ) for each action ol Selecting most informative R0 e s TR e it R ot
| Final objective function: ) : *l One-time calculation depends on 71 measurements in SLAM: IR TR e
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| . 2 2 3c. Focused Decision Making e
el Jacobian AER is sparse e /1 is big, M1 is small | Same ideas (IG, re-use) are applicable for I"#$%&5scenario | Comparing standard and presented techniques:
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Exact (no approximations applied)

General (any measurement model)

Applicable to many domains
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