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Abstract
Fast covariance calculation is required both for simultaneous localization and mapping (SLAM; e.g., in order to solve data association) and for evaluating the information-theoretic term for different candidate actions in belief space planning (BSP). In this article, we make two primary contributions. First, we develop a novel general-purpose incremental covariance update technique, which efficiently recovers specific covariance entries after any change in probabilistic inference, such as the introduction of new observations/variables or relinearization. Our approach is shown to recover them faster than other state-of-the-art methods. Second, we present a computationally efficient approach for BSP in high-dimensional state spaces, leveraging our incremental covariance update method. State-of-the-art BSP approaches perform belief propagation for each candidate action and then evaluate an objective function that typically includes an information-theoretic term, such as entropy or information gain. Yet, candidate actions often have similar parts (e.g., common trajectory parts), which are however evaluated separately for each candidate. Moreover, calculating the information-theoretic term involves a costly determinant computation of the entire information (covariance) matrix, which is $O(n^3)$ with $n$ being dimension of the state or costly Schur complement operations if only marginal posterior covariance of certain variables is of interest. Our approach, rAMDL-Tree, extends our previous BSP method rAMDL, by exploiting incremental covariance calculation and performing calculation reuse between common parts of non-myopic candidate actions, such that these parts are evaluated only once, in contrast to existing approaches. To that end, we represent all candidate actions together in a single unified graphical model, which we introduce and call a factor-graph propagation (FGP) action tree. Each arrow (edge) of the FGP action tree represents a sub-action of one (or more) candidate action sequence(s) and in order to evaluate its information impact we require specific covariance entries of an intermediate belief represented by the tree’s vertex from which the edge is coming out (e.g., tail of the arrow). Overall, our approach has only a one-time calculation that depends on $n$, while evaluating action impact does not depend on $n$. We perform a careful examination of our approaches in simulation, considering the problem of autonomous navigation in unknown environments, where rAMDL-Tree shows superior performance compared with rAMDL, while determining the same best actions.
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1. Introduction
Autonomous operation in unknown or uncertain environments is a fundamental problem in robotics and is an essential part in numerous applications such as autonomous navigation in unknown environments, target tracking, search-and-rescue scenarios, and autonomous manufacturing. It requires both computationally efficient inference and planning approaches, where the former is responsible for tracking the posterior probability distribution function given available data thus far, and the latter is dealing with finding the optimal action given that distribution and a task-specific objective. Since the state is unknown and only partially observable, planning is performed in the belief space, where each instance is a distribution over the original state, while accounting for different sources of uncertainty.
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Such a problem can be naturally viewed as a partially observable Markov decision process (POMDP), which was shown to be computationally intractable and typically is solved by approximate approaches. The planning and decision-making problems are challenging both theoretically and computationally. First, we need to accurately model future belief as a function of future action while considering probabilistic aspects of state sensing. Second, we need to be able to efficiently evaluate utility of this future belief and to find an optimal action, and to do so on-line.

The utility function in belief space planning (BSP) typically involves an information-theoretic term, which quantifies the posterior uncertainty of various variables within a future belief. This, in turn, requires access to the marginal covariance (information) matrix of appropriate variables whose uncertainty we wish to account for (Kopitkov and Indelman, 2017). Similarly, covariance of specific variables is also required in the inference phase, for example, in the context of data association (Kaess and Dellaert, 2009). However, the recovery of specific covariances is computationally expensive in high-dimensional state spaces: while the belief is typically represented in the (square-root) information form to admit computationally efficient updates (Kaess et al., 2012), retrieving the covariance entries requires an inverse of the corresponding (potentially) high-dimensional information matrix. Although sophisticated methods exist to efficiently perform such inverse by exploiting the sparsity of the square-root information matrix and by reordering state variables for enhancing such sparsity (Kaess et al., 2012), the overall complexity still is at least quadratic with respect to state dimension (Ila et al., 2015). Moreover, in the case of planning, such computation needs to be performed for each candidate action.

The computational efficiency of the covariance recovery and the planning process is the main point of this paper. We develop a novel method to incrementally update covariance entries after any change of the inference problem, as defined next. Moreover, we present a planning algorithm which leverages the key ability of incremental covariance updates and by exploiting action similarity is much faster and yet exact with respect to alternative state-of-the-art techniques.

The inference problem can be represented by a set of currently available observations and state variables whose value we are to infer. For example, in a typical simultaneous localization and mapping (SLAM) scenario these variables are the robot poses along a trajectory and landmarks of the environment, while the observations are motion odometry and projection/range measurements. Covariances of the state variables can change as a result of any change in the inference problem, such as the introduction of new observations or augmentation of the state (e.g., introduction of a new robot pose). Moreover, covariances also depend on the current linearization point (the current estimated mean) of the state vector, which in turn can also change after the introduction of new observations. In this article, we scrupulously analyze each such possible change in the inference problem and show how covariance entries can be appropriately incrementally updated. Such capability to incrementally update covariance entries is important not only for the inference phase but also for efficiently addressing information-theoretic BSP, as we describe next.

BSP is typically solved by determining the best action, given an objective function and a set of (non-myopic) candidate actions, while accounting for different sources of uncertainty. Such an approach requires the evaluation of the utility of each action from a given set of candidate actions. This evaluation is usually done separately for each candidate action and typically consists of two stages. First, posterior belief for candidate action is propagated and explicit inference is performed. Second, an application-specific objective function is evaluated given a candidate action and the corresponding posterior belief. Yet, inference over the posterior belief and evaluation of the objective function can be computationally expensive, especially when the original state is high-dimensional, since the complexity of both parts depends on its dimension.

In addition, in many BSP applications candidate (non-myopic) actions are partially overlapping, i.e., have similar parts. For instance, in a building exploration scenario, candidate actions are trajectories to different locations in a building (see Figure 1) that were provided, e.g., by sampling-based motion planning approaches; some of these sampled trajectories will have mutual parts. Typically, these common parts will be evaluated a number of times, as part of the evaluation of each action that shares them. Given that we know what are the similar parts between the different candidate actions, it can significantly reduce runtime complexity if we could handle these similar parts only once.

In this article, we present a technique for reusing computation between the candidate actions and exploitation of actions’ similarity, while leveraging the above-mentioned method for incremental covariance updates. We show that such a technique greatly reduces the total decision-making
runtime. Further, we argue that for most cases, explicit inference over the posterior belief is not required. Moreover, evaluation of all candidate actions can be performed very quickly by dividing the overall computation into two computational blocks: first, with complexity dependent on state dimension, yet which is performed only once independently of the number of candidate actions; and second, that computes the objective function for each action efficiently by exploiting candidate actions’ similarity, and providing complexity independent of the state dimension. In general, the objective function of BSP can contain multiple terms, such as control cost, distance to goal, and an information-theoretic term (e.g., entropy, information gain (IG), or mutual information). Arguably, in typical settings the control cost and distance to goal can be calculated without explicit inference over the posterior belief, since these terms depend only on the linearization point of the state vector. In this article, we show that the information term also does not require an explicit inference over the posterior belief and that action similarity can be efficiently exploited, concluding that the BSP problem can be solved without performing time-consuming explicit inference over the posterior belief at all.

To that end, we present a new paradigm that represents all candidate (sequence of) actions in a single unified data structure that allows the similarities between candidate actions to be exploited while evaluating the impact of each such action. We refer to this structure as factor-graph propagation (FGP) action tree, and show that the developed herein incremental covariance calculation method allows us to compute the IG of the tree’s various parts. This, in turn, can be used to efficiently evaluate the information term of different candidate actions while reusing calculations when possible. Combining our recently developed rAMDL approach (Kopitkov and Indelman, 2017) with an FGP action tree and incremental covariance update, yields an approach that calculates action impact without explicitly performing inference over the posterior belief, while reusing calculations among different candidate actions.

To summarize, our main contributions in this article are as follows: (a) we develop an incremental covariance update method to calculate specific covariance entries after any change in the inference problem; (b) we introduce the FGP action tree, that represents all candidate actions in a single hierarchical model and allows us to mutually formulate common parts of candidate actions; (c) we apply an incremental covariance update method to calculate covariance entries from intermediate and posterior beliefs within the FGP action tree, where all calculations that depend on state dimension \( \times \) are accumulated into a single computational block which is performed only once for all actions, with further per-action computations independent of \( n \); and (d) we combine the FGP action tree graphical model, the incremental covariance update method, and rAMDL approach (Kopitkov and Indelman, 2017) to yield a new algorithm, rAMDL-Tree, that efficiently solves an information-theoretic BSP problem while handling candidates’ mutual parts only once.

This article is organized as follows. In Section 2, we describe relevant work. In Section 3, we present basic notions and relevant background material on probabilistic inference. Section 4 contains the problem definition. In Section 5, we describe our approaches for incremental covariance recovery (Section 5.1) and information-theoretic BSP problem (Section 5.2). Further, in Section 6 we provide simulation results that emphasize the advantages of the approaches presented herein. Finally, in Section 7, we conclude the discussion about the introduced methods and point out several directions for future research. In addition, we provide an appendix with proofs of several lemmas introduced throughout the paper.

2. Related work

In this section, we discuss the work most relevant to our approach, starting with computationally efficient covariance calculation and then proceeding to state-of-the-art BSP approaches.

2.1. Computationally efficient covariance recovery in high-dimensional state spaces

Fast covariance recovery, under the Gaussian inference setting, is an active research area that has been addressed by several works in recent years. Naively calculating an inverse of a high-dimensional information matrix is prohibitively expensive. However, these calculations can be avoided by exploiting sparsity of the square root information matrix, yielding a recursive method to calculate the required entries (Golub and Plemmons, 1980), which has been recently also proposed by Kaess and Dellaert (2009) within their incremental smoothing and mapping solver. Although such a method is faster than a simple inverse of square-root information matrix, the covariances are still calculated from scratch and the complexity depends on state dimension \( n \). Moreover, in order to calculate a specific block of covariance matrix, the recursive approach may still need to calculate the entire covariance matrix (with dimensions \( n \times n \)), which is undesirable for high-dimensional state spaces.

More recently, Ila et al. (2015) introduced an approach to incrementally update covariances after the inference problem was changed. Given specific prior covariance entries that were calculated in a previous time-step, their approach efficiently calculates covariance deltas to these entries, which comes out to be much faster than the recursive approach from Golub and Plemmons (1980) and Kaess and Dellaert (2009). Although this approach is similar in spirit to our method of incremental covariance update, it is more limited in the following sense. Its theoretical part deals only with the specific scenario where new observations were introduced to the inference problem, without
adding new variables. The latter is a common scenario in SLAM where the state vector is augmented with new variables (e.g., robot poses), and its proper solution is essential for robot navigation missions. Yet, the mathematical formulation in Ila et al. (2015) does not handle such state augmentation case, which actually involves singular matrices that are assumed to be invertible according to the derivation of Ila et al. (2015). Nevertheless, their simulation part suggests that the approach can also be applicable in this case in practice. Moreover, in case of state relinearization, the authors used a recursive method as a fallback and calculate covariances from scratch. In contrast, we present a general approach that is mathematically sound and is capable of dealing with any change in the inference problem, including state augmentation and relinearization. In addition, we show how the presented incremental covariance recovery technique can be used to update conditional covariance entries, which is also not supported in Ila et al. (2015). Finally, even though a limited version of incremental covariance update has been developed (Ila et al., 2015), it was not considered within a BSP problem, which is one of our main contributions in this work.

2.2. BSP

As was mentioned previously, BSP is an instantiation of a POMDP problem. Calculating a globally optimal solution of POMDP is known to be computationally intractable (Kaelbling et al., 1998) in high-dimensional state spaces owing to the curse of dimensionality. Therefore, most of the modern research is focused on approximation methods that solve the planning problem in a sub-optimal form with tractable runtime complexity. These approximation methods can be categorized into those that discretize the state/action/measurement space domains and those that act in continuous spaces. Approaches that perform discretization include sampling (Agha-Mohammadi et al., 2014; Prentice and Roy, 2009), simulation (Stachniss et al., 2005), and point-based value iteration (Pineau et al., 2006) methods. Planning approaches that operate in continuous spaces, often also termed as direct trajectory optimization methods, calculate a locally optimal solution given an initial nominal solution using different optimization techniques such as dynamic programming and gradient descent (Indelman et al., 2015; Patil et al., 2014; Platt et al., 2010; Van Den Berg et al., 2012).

In addition, BSP methods can be separated into those that solve myopic and non-myopic decision making. While myopic approaches, also known as next best view (NBV) approaches in computer vision community (e.g., Dunn and Frahm, 2009; Wenhardt et al., 2007), reason about actions taking the system only one step into the future, non-myopic planning (e.g., He et al., 2011; Indelman et al., 2015; Kim and Eustice, 2014; Platt et al., 2010; Prentice and Roy, 2009; Van Den Berg et al., 2012) deals with sequences of actions taking the system multiple steps into the future. Clearly, for more complex tasks non-myopic methods will perform better as the time period before receiving the reward can be long. Yet, such methods are typically more computationally expensive as more effort is required to consider different probabilistic outcomes along the long planning horizon. In this article, we consider a non-myopic setting and formulate the problem through factor graphs.

One way to reduce the computational complexity of non-myopic information-theoretic planning is by appropriate factoring of the covariance matrix, as proposed by Prentice and Roy (2009). Such a procedure allows several planning step updates to be combined into a one-stage computation while using filtering estimators (e.g., Kalman filter), thus reducing overall computation time. When a smoothing formulation is used for planning instead, a non-myopic candidate action can also be evaluated through a one-stage computation, as will be demonstrated in this paper. Further, by exploiting problem’s sparsity the presented herein approach solves BSP in a very efficient way.

An information-theoretic BSP problem seeks for an optimal action that maximally reduce the estimation uncertainty of the state vector. Such a problem can be separated into two main cases: unfocused BSP tries to reduce uncertainty of all variables inside the state vector, whereas focused BSP is only interested in reducing the uncertainty of a predefined subset (termed as focused variables) of these variables. Typically, the two cases have different best actions, with optimal action from unfocused BSP potentially providing little information about focused variables of focused BSP (see, e.g., Levine and How, 2013). In both cases, the objective function usually calculates posterior entropy or IG (of all variables from the state vector or of only focused variables) and may have high computational complexity that depends on state dimension n. For instance, the calculation of unfocused posterior entropy usually requires determinant computation of information (covariance) matrix, which is, in general, O(n^3), and is smaller for sparse matrices as in SLAM problems (Bai et al., 1996). Calculation of focused posterior entropy is even more expensive and requires additional Schur complement computation.

Recently, we presented a novel approach, rAMDL (Kopitkov and Indelman, 2017), to efficiently calculate entropy and IG for both focused and unfocused cases. This method requires only one-time calculation that depends on dimension n: computation of specific prior marginal (or conditional) covariances. Given these prior covariances, rAMDL evaluates information impact of each candidate action independently of state dimension n. Such a technique was shown to significantly reduce runtime (by orders of magnitude) compared with standard approaches.

Yet, in most BSP approaches, including our own rAMDL approach, the similarity between candidate actions is not exploited and each candidate is evaluated from scratch. To the best of the authors’ knowledge, only the work by Chaves and Eustice (2016) was done in this
direction. Their approach performs fast explicit inference over the posterior belief, by constraining variable ordering of the Bayes tree data structure to have candidates’ common variables eliminated first. Still, this approach has its limitations. It explicitly calculates the posterior belief for each action, and though this calculation is done fast, the method still requires additional memory to store such posterior beliefs. Further, the approach in Chaves and Eustice (2016) does not deal with information-theoretic objective functions whose runtime complexity is usually very expensive, as mentioned above. Moreover, it can only be applied when the SLAM algorithm is implemented using a Bayes tree (Kaess et al., 2012), and it was shown to work only for the case where actions are trajectories constrained to have only a single common part.

In contrast, in this article, we develop a BSP technique that reuses calculations in a general way, by exploiting potentially any number of mutual parts between the candidate actions. It is expressed in terms of factor graphs and can be applied not just for trajectory planning, but for any decision-making problem expressed via factor graphs. Moreover, our technique can be implemented independently of a chosen SLAM factor graph optimization infrastructure. We combine several algorithmic concepts together: a unified graphical model FGP action tree, incremental covariance update, and rAMDL approach (Kopitkov and Indelman, 2017), and present a BSP solution that does not require explicit inference over the posterior belief while carefully evaluating information impact of each action in an exact way.

3. Notation and preliminaries

In this article, we address the covariance recovery and BSP problems considering a smoothing formulation of probabilistic inference, where the state vector contains all variables of interest without marginalizing old variables out. In general, a probabilistic inference problem can be formulated in terms of factor graphs (Kschischang et al., 2001). Concretely, at time step k it can be represented by a factor graph $G_k = (F_k, X_k, E_k)$, where $X_k$ and $F_k$ are variable and factor nodes that correspond, respectively, to the estimated state variables and the related probabilistic models. As such, depending on the application, $X_k$ can represent robot configuration and poses (optionally also past and current poses), environment-related variables or any other variables of interest. Further, $F_k = \{f_1(X', b), \ldots, f_{n_k}(X', y)\}$ is the set of all factors acquired until time step $k$ (e.g., prior, motion and measurement models), where $X' \subseteq X_k$ are variables involved in factor $f$. Further, $E_k$ encodes connectivity according to the variables involved in each factor (see also Figure 2a). Such a formulation is general and can express various inference problems, including SLAM and navigation. The joint probability density function (pdf) over the state vector $X_k \in \mathbb{R}^n$ can be then written in a general form as

$$\mathbb{P}(X_k | \mathcal{H}_k) \propto \prod_{j=1}^{n_k} f_j(X_j),$$

where $\mathcal{H}_k$ is a history that contains all the information gathered by the current time (measurements, controls, etc.). As common in many inference problems, in this work we assume that all factors have a Gaussian form,

$$f_j(X_j) = \exp\left(-\frac{1}{2} \| h_j(X_j) - r_j' \|^2_{\Sigma_j} \right)$$

with an appropriate model

$$r_j = h_j(X_j) + \nu_j, \quad \nu_j \sim \mathcal{N}(0, \Sigma_j)$$

where $h_j$ is a known nonlinear function, $\nu_j$ is a zero-mean Gaussian noise and $r'_j$ is the expected value of $h_j$, i.e., $r'_j = \mathbb{E}[h_j(X_j)]$. Such a factor representation is a general way to express information about the state. In particular, it can represent a measurement model, in which case $h_j$ is the observation model, and $r'_j$ and $\nu_j$ are the actual measurement $z$ and measurement noise $\eta_j$, respectively. Similarly, it can also represent a motion model.

As a basic example, consider a typical robot navigation scenario where the joint pdf over robot trajectory can be written as

$$\mathbb{P}(X_k | u_{0:k-1}, z_{1:k}) \propto p(x_0) \prod_{j=1}^{k} p(x_j|x_{j-1}, u_{j-1})p(z_j|x_j)$$

where $X_k$ is the state vector at time step $k$ containing all robot poses $\{x_i\}_{i=0}^k$ until now, $p(x_0)$ is a prior over initial pose $x_0$, $p(x_j|x_{j-1}, u_{j-1})$ is the motion model and $p(z_j|x_j)$ is the measurement model. As can be seen, Equation (4) is a particular instance of the more general formulation in (1). Note that along time steps the state vector $X_k$ is augmented with new robot poses. Likewise, new measurement and odometry factors are added to the product in (4). Typically, $X_k$ is estimated by maximizing (1), which provides a maximum a posteriori (MAP) estimation of the state vector. We term this MAP solution as belief $b[X_k]$. In case all factors are modeled as Gaussian distributions, MAP inference corresponds to solving a nonlinear least squares problem. Its solution then, the belief $b[X_k]$, is itself parametrized by a high-dimensional Gaussian distribution:

$$b[X_k] = \mathbb{P}(X_k | \mathcal{H}_k) = \mathcal{N}(X_k^*, \Sigma_k) = \mathcal{N}^{-1}(\eta_k^*, \Lambda_k)$$

where $X_k^*$, $\Sigma_k$, $\eta_k^*$, and $\Lambda_k$ are the mean vector, covariance matrix, information vector, and information matrix (inverse of covariance matrix), respectively. Recent works developed computationally efficient approaches to calculate the MAP estimate $X_k^*$ incrementally while exploiting sparsity (see, e.g., Dellaert and Kaess, 2006; Ila et al., 2017; Kaess et al., 2012, 2008).

When an inference problem is updated along time (i.e., from time instant $k$ to another time instant $k+1$), new
where $X_{\text{new}}$ are newly introduced factors. The updated belief information-based properties of the specific action may happen, for example, when adding newly acquired factors and state variables colored in green and red. As can be seen, both candidate actions share some of their new factors/state variables (colored in green). (b), (c) Candidates from (a) represented as an FGP action tree. In an FGP action tree, each vertex represents a specific factor graph (or the belief that is associated with it) and each edge represents a specific action: augmentation of the factor graph with an increment of the action, see (12). (b) Posterior factor graphs $G_{\text{new}}$ and $G_{\text{new}}^2$ are propagated separately for each action. (c) First the prior factor $G$ is augmented by a mutual increment represented by $d_{\text{dis}}$ (colored green in (a)) and the posterior $G_{\text{new}}$ is received. Next, $G_{\text{new}}^2$ is augmented separately by non-mutual increments (colored red and purple in (a)) of each action, providing posterior factor graphs $G_{\text{new}}^1$ and $G_{\text{new}}^2$.

Factors and state variables are introduced into (1) and factor graph $G_k$. As a smoothing formulation is considered, propagating the belief $b[X_k]$ to $b[X_{k+1}]$ means performing inference over the updated (1):

$$b[X_{k+1}] = \mathbb{P}(X_{k+1} | H_{k+1}) = \mathbb{P}(X_k, X_{\text{new}} | H_{k+1})$$

$$= \prod_{i=1}^n f_i(X^i) \cdot \prod_{i} f_{\text{new}}^i(X^i)$$

(6)

where $X_{\text{new}}$ is a set of new state variables with the entire state vector becoming $X_{k+1} = X_k \cup X_{\text{new}}$, and where $\{f_{\text{new}}^i\}$ are newly introduced factors. The updated belief $b[X_{k+1}]$ is typically parametrized by the updated mean vector $X_{k+1}^*$ and the updated information matrix $\Lambda_{k+1}$, or the square-root information upper-triangular matrix $R_{k+1}$:

$$b[X_{k+1}] = \mathbb{P}(X_{k+1} | H_{k+1}) = N(X_{k+1}^*, (\Lambda_{k+1})^{-1})$$

$$= N(X_{k+1}^*, (R_{k+1}^T \cdot R_{k+1} + 1))^{-1}$$

(7)

Solving for $b[X_{k+1}]$ involves inferring belief over both new and old state variables, where the belief over the latter in general also changes (i.e., $\mathbb{P}(X_k | H_k) \neq \mathbb{P}(X_k | H_{k+1})$). This may happen, for example, when adding newly acquired sensor measurements in inference, or in planning, when considering a specific candidate action and the corresponding future posterior belief.

In this article, we explore how the belief changes after the factor graph $G_k$ is modified as discussed previously. Specifically, we provide methods to incrementally infer information-based properties of the belief after $G_k$ changes, such as recovery of posterior covariance entries and computation of an IG. Furthermore, in this article we also deal with non-myopic planning, where a candidate action may contain an arbitrary number $L$ of sub-actions. The belief $b[X_k]$ can then be propagated to $b[X_{k+L}]$ for some specific action, given the corresponding new factors and variables. Yet, in general, belief propagation can be formulated simply as factor graph augmentation, independently of the number of look ahead steps $L$. That is, applying any candidate action of any length $L$ can be viewed as the addition of new variable and factor nodes to graph $G_L$, thus making notation $L$ unnecessary in the context of this article.

Therefore, in this article, we reduce clutter by denoting the belief, before the factor graph is changed, as $b[X_\ldots]$ and the posterior belief, after the factor graph is changed, as $b[X_\ldots]$. Inference, $b[X_\ldots]$ corresponds to the belief from the previous time instant, while $b[X_\ldots]$ corresponds to the posterior belief at the current time, after incorporating new factors and variables. In the context of planning, $b[X_\ldots]$ denotes the belief at planning time (i.e., current time) and $b[X_\ldots]$ denotes the propagated belief along a given (non-myopic) candidate action. In both cases (inference and planning), $X_\ldots$ and $X_\ldots$ represent the corresponding state vector before and after the change in the inference problem. For more details see also Table 1.

4. Problem formulation

We now introduce the two problems this article addresses, along with appropriate notation: general-purpose incremental covariance update and computationally efficient BSP. As shown in Section 5, our approach to address the latter problem builds upon the solution to the first problem.
4.1. Problem 1: Covariance recovery

As mentioned previously, in many applications it is mandatory to recover covariance entries of belief \( b[X_-] \). However, typically this belief’s covariance matrix \( \Sigma_- \) is represented by an information matrix \( \Lambda_- = (\Sigma_-)^{-1} \), or the square-root information upper-triangular matrix \( R_- \), with \( R_-^T \cdot R_- = (\Sigma_-)^{-1} \).

Considering a square-root representation, the covariance matrix is \( \Sigma_- = R_-^{-1} \cdot R_-^T \) and its specific covariance entries \( \Sigma_- = (\sigma_{ij}) \) can be calculated from entries \( R_- = (r_{ij}) \) as (Golub and Plemmons, 1980)

\[
\sigma_{ii} = \frac{1}{r_{ii}} \left( \frac{1}{r_{ii}} - \sum_{j=1}^{n} r_{ij} \sigma_{jj} \right)
\]

\[
\sigma_{ij} = \frac{1}{r_{ii}} \left( \sum_{k=i+1}^{n} r_{ik} \sigma_{kj} - \sum_{k=1}^{n} r_{ik} \sigma_{kj} \right)
\]

Note that in order to calculate the upper left covariance entry \( (\sigma_{11}) \), all other covariance entries are required. Therefore, the worst-case computation (and memory) complexity of this recursive approach is still quadratic in state dimension \( n \). Yet, when applied to SLAM problems, the actual complexity is usually better because the matrix \( R_- \) is typically sparse in such a setting.

In contrast, an incremental covariance update approach can be applied in order to recover the required covariance entries more efficiently. At each time-step, solving the inference problem for the current belief \( b[X_-] \) from (1) provides a MAP estimate and the corresponding covariance or (square-root) information matrix. However, at the next step the inference problem changes. To see that, consider the belief at the next time-step \( b[X_+] \), which was obtained by introducing new state variables \( X_{\text{new}} \), new robot poses in SLAM smoothing formulation, with \( X_+ = X_- \cup X_{\text{new}} \), and by adding new factors (e.g., new measurements, odometry, etc.) \( F_{\text{new}} = \{f_{\text{new}}(X_1), \ldots, f_{\text{new}}(X_{\text{new}})\} \) where \( X_{\text{new}} \subseteq X_- \). In addition, consider the set of variables \( Y \subseteq X_+ \) whose marginal covariance \( \Sigma_+ \) from \( b[X_-] \) we are interested in calculating. Note that these variables of interest can contain both old \( Y_{\text{old}} \subseteq X_- \) and new \( Y_{\text{new}} \subseteq X_{\text{new}} \) variables, with \( Y = \{Y_{\text{old}}, Y_{\text{new}}\} \).

Given that we already calculated the required covariance entries \( \Sigma_- \), from the current belief \( b[X_-] \), in incremental covariance update approach we would like to update these entries after the change in the inference problem (from \( b[X_-] \) to \( b[X_+] \)) as

\[
\Sigma_+ = \Sigma_- + \Delta Y_{\text{old}}
\]

where \( \Delta Y_{\text{old}} \) represents the difference between old and new covariance entries. In addition, in the general case we might be interested in calculating the posterior covariance of new variables of interest \( Y_{\text{new}} \subset Y \), i.e., \( \Sigma_{M,Y_{\text{new}}} \), as well as also the cross-covariances between \( Y_{\text{old}} \) and \( Y_{\text{new}} \).

Likewise, the conditional covariances, from the conditional pdf of one state subset conditioned on another, are also required for information-theoretic BSP as was shown in Kopitkov and Indelman (2017). Hence, we would also
like to develop a similar approach for incremental conditional covariance update.

A limited technique to perform an incremental update of marginal covariances was presented in Ila et al. (2015). The authors showed how to update the covariance entries by downdating the posterior information matrix. Their derivation can be applied for the case where the state vector was not augmented during the change in the inference problem (\(X_{\text{new}}\) is empty). However, that derivation is not valid for the case of state augmentation, which involves zero-padding of prior matrices (described in the following); such padding yields singular matrices and requires more delicate handling. Even though their approach is not mathematically sound for the augmentation case, in the simulation part of Ila et al. (2015) it is suggested that the approach can also be applied here in practice. Still, the authors clearly declare that their approach does not handle relinearization of the state vector, which can often happen during the change in the inference problem. Further, Ila et al. (2015) did not consider recovery of conditional covariances. In contrast, we develop a general-purpose method that handles incremental (marginal and conditional) covariance updates in all of the above cases in a mathematically sound way.

In Section 5, we categorize the above general change in the inference problem into different sub-cases. Further, we present an approach that carefully handles each such subcase and incrementally updates covariances that were already calculated before the change in the inference problem, and also computes covariance of newly introduced state variables. As will be shown, the computational complexity of such a method, when applied to a problem where only the marginal covariances need to be recovered (i.e., block diagonal of \(\Sigma_-\)), is linear in \(n\) in the worst case. Furthermore, we will show how our incremental covariance update approach can be also applied to incrementally update conditional covariance entries. Later, this capability will be an essential part in the derivation of our BSP method, rAMDL-Tree.

### 4.2. Problem 2: BSP

Typically in BSP and decision-making problems we have a set of candidate actions \(A = \{a_1, a_2, \ldots \}\) from which we need to pick the best action according to a given objective function. As shown in our previous work (Kopitkov and Indelman, 2017), the posterior belief for each action can be viewed as a specific augmentation of the prior factor graph that represents the prior belief \(b[X_-]\) (see Figure 2a). In this article, we denote this factor graph by \(G_+\). Each candidate action \(a\) can add new information about the state variables in form of new factors. In addition, in specific applications, action \(a\) can also introduce new state variables into the factor graph (e.g., new robot poses). Thus, similarly to the change in the inference problem described previously, for each action \(a\) we can model the newly introduced state variables denoted by \(X_{\text{new}}\), defining the posterior state vector (after applying the action) as \(X_+ = X_- \cup X_{\text{new}}\). In a similar manner, we denote the newly introduced factors by \(F_{\text{new}} = \{f_{\text{new}}(X^1), \ldots , f_{\text{new}}(X^{n_{\text{new}}})\} = X^+ \subseteq X_-\).

Therefore, similar to (1), after applying candidate action \(a\), the posterior belief \(b[X_+]\) can be explicitly written as

\[
b[X_+] \propto b[X_-] \prod_{j=1}^{n_{\text{new}}} f_{\text{new}}(X^j) \quad (11)
\]

Such a formulation is general and supports a non-myopic action \(a\) with any planning horizon, that introduces into the factor graph multiple new state variables and multiple factors with any measurement model. Still, in this article we assume factors have a Gaussian form (2).

For the sake of conciseness, in this article the newly introduced factors and state variables that are added when considering action \(a\) will be called action \(a\)'s increment and denoted as

\[
I(a) = \{F_{\text{new}}, X_{\text{new}}\} \quad (12)
\]

The posterior information matrix, i.e., the second moment of the belief \(b[X_+]\), can be written as

\[
\Lambda_+ = \Lambda_- + A^T \cdot A, \quad \Lambda_+ = \Lambda_{\text{Aug}} + A^T \cdot A \quad (13)
\]

where we took the maximum likelihood assumption which considers that the above, a single optimization iteration (e.g., Gauss–Newton), sufficiently captures action impact on the belief. Such an assumption is typical in BSP literature (see, e.g., Indelman et al., 2015; Kim and Eustice, 2014; Platt et al., 2010; Van Den Berg et al., 2012). The left identity in (13) is true when \(X_{\text{new}}\) is empty, while the right identity is valid for non-empty \(X_{\text{new}}\). The matrix \(A\) is a noise-weighted Jacobian of newly introduced factors \(F_{\text{new}}\) with respect to state variables \(X_+\); \(\Lambda_{\text{Aug}}\) is constructed by first augmenting the prior information matrix \(\Lambda_-\) with zero rows and columns representing the new state variables \(X_{\text{new}}\), as illustrated in Figure 3 (see, e.g., Kopitkov and Indelman, 2017).

After modeling the posterior information matrix \(\Lambda_+\) for action \(a\), the unfocused IG (uncertainty reduction of the entire state vector \(X_+\)) can be computed as

![Diagram](Fig. 3. Illustration of \(\Lambda_+\)’s construction for a given candidate action in the case where new state variables \(X_{\text{new}}\) were introduced into the state vector. First, \(\Lambda_{\text{Aug}}^+\) is created by adding zero rows and columns representing the new state variables. Then, the new information of belief is computed through \(\Lambda_+ = \Lambda_{\text{Aug}}^+ + A^T \cdot A\).)
Table 2. Main notation used through the derivation of the incremental covariance recovery approach.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Y$</td>
<td>subset of state variables whose marginal covariance we are interested in updating\computing</td>
</tr>
<tr>
<td>$Y_{old}$</td>
<td>old variables inside $Y$</td>
</tr>
<tr>
<td>$Y_{new}$</td>
<td>new variables inside $Y$ (that were introduced during the change in the inference problem)</td>
</tr>
<tr>
<td>$^iX$</td>
<td>set of old involved variables in the newly introduced factors $F_{new}$</td>
</tr>
<tr>
<td>$W$</td>
<td>variable union of sets $Y_{old}$ and $^iX$</td>
</tr>
<tr>
<td>$n$</td>
<td>dimension of a prior state vector $X$</td>
</tr>
<tr>
<td>$N$</td>
<td>dimension of a posterior state vector $X_{+}$</td>
</tr>
<tr>
<td>$m$</td>
<td>overall dimension of the newly introduced factors $F_{new}$</td>
</tr>
<tr>
<td>$^iA$</td>
<td>$m \times</td>
</tr>
</tbody>
</table>

\[
J_{IG}(a) = \mathcal{H}(b[X_{-}]) - \mathcal{H}(b[X_{+}]) = \text{dim.const} + \frac{1}{2} \ln \left| \frac{\Lambda_{+}}{\Lambda_{-}} \right| \tag{14}
\]

where $\mathcal{H}(\cdot)$ is the differential entropy function that measures the uncertainty of input belief, and \text{dim.const} is a constant that only depends on the dimension of $X_{+}$ and, thus, is ignored in this paper. Note that the above \textit{unfocused} IG is typically used in applications where the set of new variables, $X_{new}$, is empty and so both $X_{-}$ and $X_{+}$ have the same dimension. In cases where $X_{new}$ is not empty (e.g., SLAM smoothing formulation), usually \textit{focused} IG is used (see below). The optimal action $a^{*}$ is then given by $a^{*} = \text{argmax}_{a \in A} J_{IG}(a)$.

For a \textit{focused} BSP problem we would like to reduce uncertainty of only a subset of state variables $X^{F} \subseteq X_{+}$. When $X^{F}$ consists of old variables $X_{-}, X^{F} \subseteq X_{-}$, we can compute its IG. Such IG is a reduction of $X^{F}$’s entropy after applying action $a$, $\mathcal{H}(b[X_{-}]) - \mathcal{H}(b[X_{+}])$ where $b[X_{+}]^{F}$ and $b[X_{-}]^{F}$ are prior and posterior beliefs of \textit{focused} variables $X^{F}$. In case $X^{F}$ consists of newly introduced variables $X_{new}$, $X^{F} \subseteq X_{new}$, the IG function has no meaning as the prior belief $b[X_{+}^{F}]$ does not exist. Instead, we can directly calculate $X^{F}$’s posterior entropy $\mathcal{H}(b[X_{+}^{F}])$. The IG and entropy functions can be calculated through respectively:

\[
J_{IG}^{F}(a) = \frac{1}{2} \ln \left| \frac{\Sigma_{+}^{M,F}}{\Sigma_{F}^{M}} \right|,
\]

\[
J_{H}^{F}(a) = \text{dim.const} + \frac{1}{2} \ln | \Sigma_{+}^{M,F} | \tag{15}
\]

where $\Sigma_{-}^{M,F}$ and $\Sigma_{+}^{M,F}$ are prior and posterior marginal covariance matrices of $X^{F}$, respectively. Note that in focused BSP the optimal action will be found through $a^{*} = \text{argmax}_{a \in A} J_{IG}^{F}(a)$ or $a^{*} = \text{argmin}_{a \in A} J_{H}^{F}(a)$.

To summarize, in order to solve an information-theoretic BSP problem, we are required to calculate IG or entropy ((14) and (15)) for each candidate action $a$, and then choose a candidate action with the maximal gain.

5. Approach

In this section, we present our approaches that efficiently solve the incremental covariance recovery (Section 5.1) and information-theoretic BSP (Section 5.2). The notation is given in Table 2.

5.1. Incremental covariance update

In this section, we present our technique for efficient update of covariance entries (see Problem 1 in Section 4). In Section 5.1.1, we show how to update marginal covariances of specified variables $Y \subset X_{+}$ after new state variables were introduced into the state vector and new factors were added, yet no state relinearization happened during the change in the inference problem. We show that the information matrix of the entire belief is propagated through a \textit{quadratic} update form, similarly to (13). Assuming such \textit{quadratic} update, we will derive a method to efficiently calculate the change in old covariance entries, to compute the new covariance entries and the cross-covariances between old and new state variables. Further, in Section 5.1.2 we show that also in the relinearization case the information matrix update has an identical \textit{quadratic} update form and conclude that our method, derived in Section 5.1.1, can also be applied when some of the state variables were relinearized. Finally, in Section 5.1.3, we show that also the information matrix of a conditional pdf is updated through a \textit{quadratic} update form and that the same technique from Section 5.1.1 can be applied in order to incrementally update conditional covariance entries. We show that our approach’s complexity, given the specific prior covariances, does not depend on state dimension $n$.

5.1.1. Update of marginal covariance entries. Consider Problem 1 from Section 4. Consider the belief was propagated from $b[X_{-}]$ to $b[X_{+}]$ as described. Yet, let us assume for now that no state relinearization happened (we will specifically handle it in the next section). In this section, we show that the posterior covariances of interest $\Sigma_{+}^{M,Y}$ can be efficiently calculated as
Table 3. Summary of all different variations of change in inference problem. We use \( n \) to denote the prior state dimension, \( N \) to denote the posterior state dimension, and \( m \) to denote the dimension of all new factors within \( F_{\text{new}} \).

<table>
<thead>
<tr>
<th>Case</th>
<th>( X_{\text{new}} )</th>
<th>Information Update</th>
<th>Posterior State Dimension</th>
<th>( A )'s Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-augmented</td>
<td>empty</td>
<td>( \Lambda_+ = \Lambda_- + A^T \cdot A )</td>
<td>( n )</td>
<td>( m \times n )</td>
</tr>
<tr>
<td>Rectangular</td>
<td>not empty</td>
<td>( \Lambda_+ = \Lambda_-^{\text{aug}} + A^T \cdot A )</td>
<td>( N = n +</td>
<td>X_{\text{new}}</td>
</tr>
<tr>
<td>Squared (subcase of Rectangular)</td>
<td>not empty</td>
<td>( \Lambda_+ = \Lambda_-^{\text{aug}} + A^T \cdot A )</td>
<td>( N = n +</td>
<td>X_{\text{new}}</td>
</tr>
</tbody>
</table>

\[
\Sigma^M,Y_+ = f(\Sigma^M,W_-) \tag{16}
\]

where \( \Sigma^M,W_- \) is the prior marginal covariance of set \( W = \{Y_{\text{old}}, I_X\} \) and \( f(\cdot) \) is a transformation function, with calculation complexity that does not depend on state dimension \( n \). We derive this function in detail in the following. The set \( Y_{\text{old}} \) contains old state variables inside \( Y = Y_{\text{old}} \subseteq X_- \) and \( I_X \subseteq X_- \) is the set of involved variables in the newly introduced factors \( F_{\text{new}} \); variables that appear in \( F_{\text{new}} \)'s models (3). Note that the update of old covariances (10) is only one part of this \( f(\cdot) \), as also the computation of covariances for new state variables \( Y_{\text{new}} \) and cross-covariances between \( Y_{\text{old}} \) and \( Y_{\text{new}} \).

Next, let us separate all possible changes in the inference problem into different cases according to augmented state variables \( X_{\text{new}} \) and the newly introduced factors \( F_{\text{new}} \).

If \( X_{\text{new}} \) is empty, we call such a case as non-augmented. This case does not change the state vector \( (X_- = X_+) \) and only introduces new information through new factors. The information matrix in this case can be updated through \( \Lambda_+ = \Lambda_- + A^T \cdot A \), where matrix \( A \in \mathbb{R}^{m \times n} \) is a noiseweighted Jacobian of newly introduced factors \( F_{\text{new}} \) with respect to state variables \( X_{\text{new}} \), and \( A \)'s height \( m \) is the dimension of all new factors within \( F_{\text{new}} \) (see Section 4).

Given \( X_{\text{new}} \) is not empty, we call such a case as rectangular. This case augments the state vector to be \( X_+ = \{X_- \cup X_{\text{new}}\} \) and also introduces new information through the new factors. Here the information matrix can be updated through \( \Lambda_+ = \Lambda_-^{\text{aug}} + A^T \cdot A \), where \( \Lambda_-^{\text{aug}} \in \mathbb{R}^{N \times N} \) is a singular matrix that is constructed by first augmenting the prior information matrix \( \Lambda_- \) with zero rows and columns representing the new state variables \( X_{\text{new}} \), as illustrated in Figure 3; \( N = |X_-| = n + |X_{\text{new}}| \) is the posterior state dimension; \( A \) here will be an \( m \times N \) matrix.

Finally, for the case when \( X_{\text{new}} \) is not empty and total dimension of new factors \( m \) is equal to the number of newly introduced variables \( |X_{\text{new}}| \), we call such a case as squared. Clearly, the squared case is a specific case of the rectangular case, which for instance can represent the new robot poses of candidate trajectory and the new motion model factors. The reason for this specific case to be dealt with in a special way is due to the fact that its \( f(\cdot) \) function is much simpler than the \( f(\cdot) \) function of the more general rectangular case, as we show in the following. Thus, when \( m = |X_{\text{new}}| \) it would be advisable to use function \( f(\cdot) \) of the squared case.

A summary of the above cases can be found in Table 3.

Next, we present the function \( f(\cdot) \) separately for each one of the non-augmented, rectangular, and squared cases. Although the function \( f(\cdot) \) has an intricate form (especially in the rectangular case), all matrix terms involved in it have dimensions \( m_1, |X_{\text{new}}| \), or \( |X_-| \); hence, the overall calculation of posterior \( \Sigma^M,Y_+ \) does not depend on the state dimension \( n \).

**Lemma 1.** For the non-augmented case, the posterior marginal covariance \( \Sigma^M,Y_+ \) can be calculated as

\[
\Sigma^M,Y_+ = \Sigma^Y - B \cdot C^{-1} \cdot B^T, \quad B = \Sigma^C \cdot (t(A))^T, \tag{17}
\]

where \( \Sigma^I_+, \Sigma^Y_+ \), and \( \Sigma^C \) are parts of prior marginal covariance \( \Sigma^M,W_- \) partitioned through \( W = \{Y, I_X\} \):

\[
\Sigma^M,W_- = \begin{pmatrix}
\Sigma^Y_+ & \Sigma^C \\
(\Sigma^C)^T & \Sigma^I_-
\end{pmatrix}
\]

and where \( t(A) \) consists of \( A \)'s columns belonging to involved old variables \( I_X \).

The proof of Lemma 1 is given in Appendix A. Note that sets \( Y \) and \( I_X \) are not always disjoint. In case these sets have mutual variables, the cross-covariance matrix \( \Sigma^C \) can be seen just as \( \Sigma(Y,I_X) \), partition of prior covariance matrix \( \Sigma_+ \) with rows belonging to \( Y \) and columns belonging to \( I_X \). Also note that the columns inside information matrices do not have to be ordered in any particular way, and that the previous lemma is correct for any ordering whatsoever. Typically, a symmetric matrix \( \Sigma^M,W_- \) is already known since it was already calculated at a previous time step as part of covariance update. In case some rows/columns from \( \Sigma^M,W_- \) are unknown, we can calculate them by computing specific columns of \( \Lambda_- \)'s inverse (see Section 5.1.4).

**Lemma 2.** For the rectangular case the prior marginal covariance \( \Sigma^M,W_- \) and the posterior marginal covariance \( \Sigma^M,Y_+ \) have the forms

\[
\Sigma^M,W_- = \begin{pmatrix}
\Sigma^Y_{\text{old}} & \Sigma^C \\
(\Sigma^C)^T & \Sigma^I_-
\end{pmatrix}
\]

\[
\Sigma^M,Y_+ = \frac{1}{\tau} \begin{pmatrix}
\Sigma^Y - \frac{1}{\tau} B \cdot C^{-1} \cdot B^T
\end{pmatrix}
\]

where \( \tau \) is scalar to be determined (see Section 5.1.2).
Lemma 3. The proof of Lemma 2 is given in Appendix B.

Further, there are two methods to calculate \( \Sigma^{(Y_{\text{old}}, Y_{\text{new}})}_+ \) from (20).

**Method 1:**
\[
\Sigma^{(Y_{\text{old}}, Y_{\text{new}})}_+ = \Sigma^{C} \cdot (\ell^T A) \cdot \left[ C^{-1} \cdot A^{T} \cdot \Sigma^{I} \cdot (\ell^T A) \right] - I_m \cdot A_{\text{new}} \cdot P
\]  

**Method 2:**
\[
\Sigma^{(Y_{\text{old}}, Y_{\text{new}})}_+ = \Sigma^{C} \cdot [K_1^T \cdot G^{-1} \cdot K_1 \cdot \Sigma^{I} - I_1] \cdot (\ell^T A) \cdot A_{\text{new}} \cdot F^{T}(Y_{\text{new}})
\]

Empirically we found that method 2 is the fastest option. The proof of Lemma 2 is given in Appendix B.

**Lemma 3.** For the squared case the prior marginal covariance \( \Sigma^{M, W}_- \) and the posterior marginal covariance \( \Sigma^{M, Y}_+ \) have the forms
\[
\Sigma^{M, W}_- = \begin{pmatrix} \Sigma^{Y_{\text{old}}} \cdot \Sigma^{C} \\ \Sigma^{C} \cdot \Sigma^{I} \end{pmatrix} \quad (32)
\]
\[
\Sigma^{M, Y}_+ = \begin{pmatrix} \Sigma^{M, Y_{\text{old}}} \cdot \Sigma^{Y_{\text{old}}, Y_{\text{new}}} \\ \Sigma^{Y_{\text{old}}, Y_{\text{new}}} \cdot \Sigma^{M, Y_{\text{new}}} \\ \Sigma^{M, Y_{\text{new}}} \end{pmatrix} \quad (33)
\]

where we partition \( Y \) variables into two subsets \( Y_{\text{old}} = X_- \cap Y \) and \( Y_{\text{new}} = X_{\text{new}} \cap Y \), and where \( W = \{ Y_{\text{old}}, I_X \} \).

Using parts of \( \Sigma^{M, W}_- \) we can calculate parts of \( \Sigma^{M, Y}_+ \) as
\[
\Sigma^{M, Y_{\text{old}}} = \Sigma^{Y_{\text{old}}}
\]
\[
\Sigma^{M, Y_{\text{new}}} = A_{\text{IV}} \cdot C \cdot A_{\text{IV}}^T
\]
\[
\Sigma^{Y_{\text{old}}, Y_{\text{new}}} = - \Sigma^{C} \cdot (\ell^T A) \cdot (A_{\text{IV}})^T
\]
\[
A_{\text{IV}} = \left[ A_{\text{IV}}^{-1} \cdot (Y_{\text{new}}) \right]
\]
\[
C = I_m + (A_{\text{IV}} \cdot (\ell^T A))^T
\]

We can see that in case of a squared alteration, the covariances of old variables \( X_- \) do not change. The proof of Lemma 3 is given in Appendix C.

Note that in some applications the inner structure of Jacobian partitions \( \ell^T A \) and \( A_{\text{new}} \) can be known a priori. In these cases, such knowledge can be exploited and the runtime complexity of the above equations can be reduced even more.

### 5.1.2. Incremental covariance update after relinearization

Up to now we have explored scenarios where new information is introduced into our estimation system in a quadratic form via (13). Such information update is appropriate for planning problems where we take the linearization point of existing variables \( X_- \) (their current mean vector) and assume to know the linearization point of newly introduced variables \( X_{\text{new}} \). However, during the inference process itself, state relinearization can happen and such a quadratic update form is no longer valid. This is because relinearization can be viewed as the removal of a factors subset and the addition of a new factors subset, yet the quadratic update form in (13) is correct only when new factors are solely added. Specifically, relinearization can be seen as a modification of a factor graph where factors, linearized with an old linearization point, are removed from the system and their relinearized versions are then introduced. As we show in (39)–(40), such inference update introduces new information that can be expressed via a complex quadratic form instead of regular quadratic form in (13). This complex quadratic form in its turn is required to apply the approach derived in Section 5.1.1 to incrementally update posterior covariances in relinearization case. In this section, we describe the entire process to incrementally update covariance entries after a relinearization event, which is more efficient than state-of-the-art approaches that calculate specific posterior covariances from posterior information matrix from scratch.

Relinearization may happen when a significantly new piece of information was added into the inference problem and current linearization point of state vector \( X_- \) does not optimally explain it anymore. In such cases, iterative optimization algorithms, such as Gauss–Newton, are responsible for updating the current linearization point, i.e., to find a more optimal linearization point that better explains the collected so far measurement/motion/prior factors.
Conventional approaches relinearize the entire state vector when new data comes in. On the other hand, incremental optimizer ISAM2 (Kaess et al., 2012) tracks instead the validity of a linearization point of each state variable and relinearizes only those variables whose change in the linearization point was above a predefined threshold. At each iteration of the nonlinear optimization and for each state variable $x_i$, ISAM2 finds $\delta_i$ and, given it is too big (norm of $\delta_i$ is bigger than the threshold), updates the current estimate of $x_i$ to $x'_i = x_i^0 + \delta_i$. In such case, factors involving this state variable need to be relinearized. Clearly, the frequency of such a relinearization event during the inference process depends on the value of the threshold, and can be especially high during, for example, loop closures in a SLAM scenario. Still, in our simulations we have seen that even with a relatively high threshold and small number of loop closures, relinearization of some small state subset $R \subseteq X$ happens almost every second time-step. Thus, in order to accurately track covariances in the general case, it is very important to know how to incrementally update covariances from scratch (e.g., through (8)–(9)).

More specifically, the update in (40) is an instance of the non-augmented case from Section 5.1.1. By exploiting the specifics of matrix $B$'s structure, Lemma 1 can be reduced to the following.

**Lemma 4.** For the relinearization case (40), the posterior marginal covariance $\Sigma^{M,Y}_+$ can be calculated as

$$
\Sigma^{M,Y}_+ = \Sigma^- - U \cdot U^T, \quad U \triangleq \Sigma^- \cdot M,
$$

$$
M \triangleq (iM_1, M_2),
$$

$$
M_2 = (\{A_+\}^T / \text{chol}[I + \{A_+\} \cdot \Sigma^- \cdot (\{A_+\})^T],
$$

$$
M_1 = [\{A_+\}^T - M_2 \cdot G / \text{chol}]
$$

$$
[I - \{A_+\} \cdot \Sigma^- \cdot (\{A_+\})^T + G^T \cdot G],
$$

$$
G \triangleq M_2^T \cdot \Sigma^- \cdot (\{A_+\})^T
$$

where $\Sigma^{-}, \Sigma^{T},$ and $\Sigma^{C}$ are parts of the prior marginal covariance $\Sigma^{M, W}_-$ partitioned through $W = \{Y, \{X\}\}$:

$$
\Sigma^{M, W}_- = \begin{pmatrix}
\Sigma^- \\
\Sigma^{T} \\
\Sigma^{C}
\end{pmatrix}
$$

and where $\{A_-\}$ consists of $A_-$'s columns belonging to the involved variables $\{X\}; \{A_+\}$ contains columns of $A_+$ that belong to $\{X\}; I$ is the identity matrix of an appropriate dimension; chol($\cdot$) represents Cholesky decomposition which returns an upper triangular matrix; and “$\backslash$” is the backslash operator from Matlab syntax $(A/B = A \cdot B^{-1})$.

The proof of Lemma 4 is given in Appendix D. While it is mathematically equivalent to Lemma 1, empirically we found that such a formulation is faster and more numerically stable in the case of relinearization.

### 5.1.3. Incremental conditional covariance update

Previously, we have seen how to update specific prior marginal covariances given that state's information update has a quadratic form $\Lambda_+ = \Lambda_- + A^T \cdot A$ or $\Lambda_+ = \Lambda_-^{\text{chol}} + A^T \cdot A$. Similarly, we can derive such a method that incrementally updates specific conditional covariances since, as we show in the following, the update of the conditional information matrix from the conditional pdf has a similar form.

To prove this statement, let us focus on the non-augmented case where $X_{\text{new}}$ is empty. Define a set of variables $Y$, whose posterior conditional covariance $\Sigma^{Y|F}_+$, conditioned on an arbitrary disjoint variable set $F$ (with $\{Y \cup F\} = \emptyset$), needs to be updated. Next, let $U$ be the set of all state variables that are not in $F$, and note that $Y \subseteq U$. The prior information matrix $\Lambda^{Y|F}_-$ of the prior conditional probability distribution $U|F$ is just a partition of the entire prior
information matrix $\Lambda_-$ that belongs to columns/rows of variables in $U$. Similarly, the posterior $\Lambda'_+|_+$ is a partition of $\Lambda_+$. It can be easily shown that

$$
\Lambda'_+|_+ = \Lambda'_+ + (A'_+)^T \cdot A'_+
$$

(46)

where $A'_+$ is a partition of the noise-weighted Jacobian matrix $A$ that belongs to columns of variables in $U$.

Equation (46) shows that the conditional probability distribution $U|F$ has a quadratic update, similar to the marginal probability distribution of the entire state vector $X$. In addition, note that the required posterior conditional matrix $\Sigma'_+|_+$ is a partition of the posterior conditional covariance matrix $\Sigma'_+ = (\Lambda'_+|_+)^{-1}$. For better intuition, it can be seen similar to the posterior marginal matrix $\Sigma_{M,Y}$ being a partition of the posterior marginal covariance matrix $\Sigma_+ = (\Lambda_+)^{-1}$ in the non-augmented case (see Lemma 1).

Thus, there exists a function $f^C(\cdot)$ that calculates $\Sigma'_+|_+$ from $\Sigma'_+|_+$, where $\Sigma'_+|_+$ is the prior conditional covariance matrix of set $W = \{Y, U\}$, conditioned on the set $F$; here, $UX$ are the involved variables that are in $U$. Derivation of such a function $f^C(\cdot)$ is trivial, by following the steps to derive function $f(\cdot)$ in Section 5.1.1, and is left out of this paper in order to not obscure it with additional complex notation.

A similar exposition can also be shown in the augmented case (i.e., $X_{new}$ is not empty), where information update of the conditional distribution also has the augmented quadratic form. To summarize, the derived function $f(\cdot)$ in Sections 5.1.1 and 5.1.2 can also be used to incrementally update the specific conditional covariances by replacing the prior marginal covariance terms in it with appropriate prior conditional covariances.

5.1.4. Application of incremental covariance update to SLAM. In order to apply our incremental update method in a SLAM setting, we model each change in the inference problem in the form of two separate changes as follows. We consider a specific scenario where at each time step, new robot pose $x_k$ (k is index of time step) and new landmarks $L_{new}$ are introduced into the state vector $X$. Further, new factors are introduced into the inference system; these factors include one odometry factor $F_O$ between poses $x_{k-1}$ and $x_k$, projection and range factors $F_{new}$ between the new pose $x_k$ and new landmarks $L_{new}$, and finally projection and range factors $F_{old}$ between $x_k$ and old landmarks. In addition, in general a subset of old factors (denoted by $F_O$) was relinearized as a result of a linearization point change of some old state variables during the inference stage. In case no linearization point change was performed, this set of factors $F_O$ is empty. Note that although we assume above only range and visual measurements, our approach would work for other sensors as well, e.g., in a purely monocular case.

In the first modeled change, we introduce into the inference system all the new state variables ($x_k$ and $L_{new}$) and their constraining factors ($F_O$ and $F_{new}$), denoted by $X_{new} = \{x_k, L_{new}\}$ and $F_{new} = \{F_O, F_{new}\}$, respectively. It can be shown for this change that the dimension of its newly introduced state variables $X_{new}$ is equal to the dimension of newly introduced factors $F_{new}$. Thus, such change has a form of the squared case (see Table 3) and the updated covariance entries owing to this change can be calculated by applying Lemma 3. Also note that after this change all the new state variables are properly constrained, which is essential for the information matrix to remain invertible. Denote this information matrix, i.e., after applying the first change, by $\Lambda_M$:

$$
\Lambda_M = \Lambda_{k-1} + A_T^T \cdot A
$$

(47)

where $\Lambda_{k-1}$ is the prior information matrix $\Lambda_{k-1}$ augmented with zero rows/columns for new state variables $X_{new}$ and $A$ is noise-weighted Jacobian of factors $F_{new}$.

The remaining parts of the original change in the inference problem are represented by the second change. The posterior information matrix can be updated due to this second change as

$$
\Lambda_k = \Lambda_M + A_T \cdot A_O - A_T \cdot A_+ + A_T^T \cdot A_+
$$

(48)

where $A_O$ is the noise-weighted Jacobian of factors $F_{old}$; $A_+$ and $A_+$ are noise-weighted Jacobians of factors $F_R$ with respect to old and new linearization points, respectively.

The above equation can be rewritten as

$$
\Lambda_k = \Lambda_M + B^T \cdot B, \quad B \triangleq \begin{pmatrix} A_+ \\ A_O \end{pmatrix}
$$

(49)

and the corresponding covariance matrix can be calculated through Lemma 4; or through Lemma 1 in case there was no relinearization at the current time step, i.e., $B = A_O$.

To summarize, any change in the inference problem of our SLAM scenario can be represented as a combination of two fundamental changes: squared (Eq. (47)) followed by (relinearized) non-augmented (Eq. (49)); the information matrix is updated as

$$
\Lambda_{k-1} \Rightarrow \Lambda_M \Rightarrow \Lambda_k
$$

(50)

where $M$ can be seen as a logical time step of middle point.

Covariances after the first change can be updated very fast through Lemma 3, since as we saw in Section 5.1.1, the marginal covariances of old variables do not change and only marginal covariances of new variables need to be computed in this case. To do this, we require marginal covariances of involved variables $IX$ from $\Sigma_{k-1}$. Notice that $IX$ of the first change contains only $x_{k-1}$, whose marginal covariance is available since it was already calculated in the previous time step. Thus, Lemma 3 can be easily applied and the marginal covariances of all state variables at middle point $M$ can be efficiently evaluated.
To update all marginal covariances after the second change (through Lemma 1 or Lemma 4) we require marginal covariance of involved variables $i'X$ (in factors $F_{old}$ and $F_R$ of the second change) from covariance matrix $\Sigma_M = \Lambda_M^{-1}$. Moreover, we will require cross-covariances from $\Sigma_M$ between variables $i'X$ and the rest of the variables, as can be seen from the equations of the lemmas. Thus, we require entire columns from $\Sigma_M$ that belong to $i'X$. These columns can be easily calculated at time $k-1$ (from prior covariance matrix $\Sigma_k$) and propagated to middle point $M$ by applying Lemma 3. The specific columns (belonging to some state subset $Y$) of matrix $\Sigma_{k-1}$ can be efficiently calculated through two back-substitution operations:

$$V \triangleq R_k^T \setminus I_Y, \quad \Sigma_{k-1}^{(Y)} = R_{k-1} \setminus V \quad \text{(51)}$$

where $I_Y$ are columns from the identity matrix $I$ that belong to variables in $Y$; $R_{k-1}$ is the square-root information upper-triangular matrix at time step $k-1$; and "\setminus" is Matlab's back-substitution operator with $x = A \setminus B$ being identical to solving linear equations $Ax = B$ for $x$.

The other alternative for this two-stage incremental covariance update is to use Lemma 2 for the rectangular inference change as follows. The posterior information matrix $\Lambda_k$ can be calculated in one step as

$$\Lambda_k = \Lambda_k^{Aug} + A_k^T \cdot A_S + A_O^T \cdot A_O - A^T \cdot A - A^+_k \cdot A_+$$

$$= \Lambda_k^{Aug} + B^T \cdot B, \quad B \triangleq \begin{pmatrix} A_S \\ iA_- \\ A_+ \\ A_O \end{pmatrix} \quad \text{(52)}$$

Such a change has a form of the rectangular case (see Table 3); therefore, the updated covariance entries and the marginal covariances of new state variables can be calculated by applying Lemma 2. Note that the $^T$ operator within the lemma is transpose and not conjugate transpose. Similarly to the above two-stage method, the rectangular case will also require entire columns from $\Sigma_{k-1}$ that belong to old involved variables. This can be done here in the same way through (51).

We evaluate the above methods in our SLAM simulation in Section 6.1 and show their superiority over other state-of-the-art alternatives.

5.1.5. Incremental covariance update by Ila et al. (2015). In this section, we briefly describe an alternative approach to incrementally update covariance entries as proposed by Ila et al. (2015). Later, in Section 6.1 we will use it as one of the state-of-the-art baseline methods and compare its performance with our method presented in Section 5.1.4. After the estimation system at current time step was updated and new information matrix $\Lambda_k$ (or square-root information matrix $R_k$) was inferred, we check whether state relinearization happened. If any variable was relinearized, the method from Ila et al. (2015) calculates all the required covariances from scratch using the recursive method from (8)-(9).

In case no relinearization was done, columns of involved variables $i'X$ from matrix $\Sigma_k = (\Lambda_k)^{-1}$, denoted as $\Sigma_k^{(i'X)}$, are calculated similarly to (51) via

$$V \triangleq R_k^T \setminus I_{X}, \quad \Sigma_k^{(i'X)} = R_k \setminus V \quad \text{(53)}$$

Next, the posterior marginal covariances of $iX$ are retrieved from the calculated columns as $\hat{\Sigma} = \Sigma_{k}^{(X)}$. Further, covariances of new variables (which are a subset of $i'X$) can be just retrieved from appropriate partitions of the calculated above columns $\Sigma_{k}^{i'X}$. In order to update prior covariances $\Sigma_{k-1}^{(Y)}$ of specific old variables $Y$, the following scheme is applied:

$$U = I - i'A \cdot \hat{\Sigma} \cdot (i'A)^T, \quad \text{(54)}$$

$$\hat{B}_Y = \Sigma_{k}^{(Y)} \cdot (i'A)^T, \quad \text{(55)}$$

$$\Delta \Sigma_Y = (\hat{B}_Y)^T \cdot U^{-1} \cdot (\hat{B}_Y)^T, \quad \text{(56)}$$

$$\Sigma_{k}^{(Y)} = \Sigma_{k-1}^{(Y)} + \Delta \Sigma_Y \quad \text{(57)}$$
where \( \lambda A \) is a noise-weighted Jacobian of all new factors with respect to \( \lambda X \) and \( \Sigma_k^{(F, X)} \) is a partition of previously calculated columns \( \Sigma_k^{(F, X)} \). For more details please refer to the original paper (Ila et al., 2015). The above method has a similarity with our Lemma 1. Note, however, that unlike matrix \( C \) in Lemma 1, the matrix \( U \) in (54) can be singular since it is calculated as the difference between two positive-definite matrices. In our evaluation this was indeed the case: matrix \( U \) had very small eigenvalues which in turn caused \( U^{-1} \) to have extra-large entries. Yet, these entries did not affect the overall covariance update accuracy. Further, the above method is derived by applying Woodbury matrix identity to inverse the \( \Lambda = \Lambda_k - A^T \cdot A \), where \( A \) is a noise-weighted Jacobian of all new factors with respect to the entire posterior state vector \( X_k \). In the augmentation case scenario, such matrix \( \Lambda' \) will have zero-padding rows and columns and therefore cannot be inverted. This can be another reason why matrix \( U \) was almost singular in our simulations.

In addition, as can be seen from the equations, when no relinearization is done both our approach and that proposed by Ila et al. (2015) contain the same basic computations of the same dimension and thus are expected to have similar runtime complexity. In Section 6.1, we demonstrate it empirically.

5.2. Information-theoretic BSP

In this section, we develop a new approach that, based on the derived above incremental covariance update method, efficiently solves the information-theoretic BSP problem defined in Problem 2 from Section 4. Given a set of candidate actions, the proposed paradigm exploits common aspects among different actions for efficient BSP in high-dimensional state spaces. Each (non-myopic) action gives rise to a posterior belief that can be represented by an appropriate factor graph. In many applications different candidate actions will share some newly introduced factors and state variables (their factor graph increments). For example, two trajectory candidates that partially share their navigation path, will introduce the same factors for this mutual trajectory part (see Figure 2a). The posterior factor graphs of these candidate actions therefore have common parts, in terms of factor and variable nodes, and in addition all of these factor graphs start from the belief at the current time.

Our proposed paradigm saves computation time by identifying the common parts in these posterior factor graphs, and switching to a unified graphical model that we introduce, the FGP action tree, which represents gradual construction of posterior factor graphs from the current factor graph. For instance, in Figures 2b and 2c two different FGP action trees are depicted. Both lead to the same posterior beliefs of candidate actions, yet one of them can be evaluated more efficiently, as will be explained in Section 5.2.2. Given such a graphical model, we develop efficient method to evaluate information impact of each candidate action in unified way. As we show, this method requires specific covariance entries for the intermediate beliefs that are represented by the tree’s vertices, which we calculate by our incremental covariance recovery method (see Section 5.1) with computational complexity that does not depend on state dimension \( n \) (see Section 5.2.3). Further, we avoid posterior belief propagation and calculation of determinants of huge matrices for each candidate action by using the aforementioned incremental covariance update and the rAMDL method from Kopitkov and Indelman (2017). Moreover, we evaluate candidates’ common parts only once instead of considering these parts separately for each of the candidates.

Determining the best topology of the FGP action tree, given the individual factor graphs for different candidate actions, is by itself a challenge that requires further research. In this article, we consider one specific realization of this concept, by examining the problem of motion planning under uncertainty and using the structure of the candidate trajectories for FGP action tree construction (see Section 5.2.2). In the results reported in Section 6 we consider scenario of autonomous exploration in unknown environment where such tree topology allows us to reduce computation time twice compared with baseline approaches.

5.2.1. rAMDL Approach. In our recently developed approach, rAMDL (Kopitkov and Indelman, 2017), the information-theoretic costs (14) and (15) are evaluated efficiently, without explicit inference over posterior beliefs for different actions and without calculating determinants of large matrices. As rAMDL is an essential part of our approach presented herein, in the following we provide a concise summary for the sake of completeness of the current article. For a more detailed review of rAMDL the reader is referred to Kopitkov and Indelman (2017).

In Kopitkov and Indelman (2017) we showed that the information impact of action \( a \) ((14) and (15)) is a function of prior covariances for the subset \( \lambda X \subseteq \lambda \) that contains variables involved in new factors \( F_{new} \) of \( a \), and of matrix \( \lambda A \) that contains non-zero columns of the noise-weighted Jacobian matrix \( A \). Given the prior covariances of \( \lambda X \), such a function can be calculated very fast, with complexity independent of state dimension. Thus, in rAMDL we first calculate the required prior covariances for all candidate actions as a one-time, yet still expensive, calculation, after which we efficiently evaluate the information impact of each candidate action. The main structure of the rAMDL approach is shown in Algorithm 1.

In particular, for the case where \( X_{new} \) is empty, the unfocused IG from (14) can be calculated as

\[
J_{IG}(a) = \frac{1}{2} \ln \left| \Sigma + \lambda A \cdot \Sigma \cdot \lambda A^T \right|
\]  

(58)
Algorithm 2. EvaluateFGPTree evaluates the information impact of candidates and picks the one with the biggest impact.

1. Inputs: $T$ : FGP tree
2. Outputs: $a'$ : optimal action
3. begin:
4. for $v$ : vertex of $T$ do
5.  Determine the set of variables $Y$ whose covariances are required by $rAMDL$ in order to calculate IG of action between $v$'s parent and $v$ (variables involved in factors that were introduced by augmenting $v$'s parent to acquire $v$)
6. end
7. Calculate these covariances (see Section 5.1)
8. Calculate IG of each edge of the tree through $rAMDL$ (e.g., through (58))
9. Calculate IG of each candidate by summarizing IG along the candidate’s trajectory
10. Select candidate $a'$ with maximal IG
11. end

where $\Sigma_{M,X}$ is the prior marginal covariance of $X$ variables.

In case $X_{new}$ is empty and we want to calculate focused IG of focused variables in $X^F \subseteq X$. (see (15), left), it can be calculated through

$$J_{IG}(a) = \frac{1}{2} \left| \ln \left( \mathbf{I}_m + \mathbf{A} \cdot \Sigma_{M,X^F} \cdot \mathbf{A}^T \right) - \frac{1}{2} \right| \left| \mathbf{I}_m + \mathbf{A}^T \cdot \Sigma_{X^F} \cdot \mathbf{A} \right|$$

where $I^X = I^X^Y \cup Y^F$ denotes the involved variables that are unfocused, $\Sigma_{X^F}$ is the prior conditional covariance of $I^X^U$ conditioned on $X^F$, and $\mathbf{A}^T$ is a partition of $\mathbf{A}$ with columns that belong to variables in $X^F$.

In order to efficiently evaluate all candidates in the unfocused case, $rAMDL$ first calculates the prior marginal covariance $\Sigma_{M,X_{all}}$ of variables $X_{all} \subseteq X$, where $X_{all}$ is the union of involved variables $X^U$ of all candidate actions. Further, evaluation of IG for each action is done by first retrieving $\Sigma_{M,X_{all}}$ from $\Sigma_{M,X_{all}}$ and then calculating $J_{IG}(a)$ via (58). Overall, such a process consists of one-time calculation that depends on state dimension $n$, i.e., calculation of $\Sigma_{M,X_{all}}$. Other cases of interest (where $X_{new}$ is non-empty or for focused BSP objective functions) are also addressed by $rAMDL$. Note that in case of focused BSP the prior conditional covariances $\Sigma_{M,X_{all}}$ are additionally required (see (59)) and can also be calculated for all candidates in one-block computation.

Yet, the $rAMDL$ method does not fully exploit similarities between candidate actions. The mutual increment part of the actions is expressed as identical block-rows in the matrix $\mathbf{A}$ of these actions and, thus, is evaluated multiple times. In the next section, we present a novel approach to perform planning under uncertainty where mutual parts of the actions can be evaluated only once, further decreasing the CPU demand of the overall planning task.

5.2.2 FGP action tree. The FGP action tree describes the concept of belief propagation through a factor graph representation. Each vertex in this tree (see Figures 2b and 2c) encodes a factor graph that represents a specific belief. For example, the root represents the prior belief $b[X_{-}]$ and leafs represent the posterior factor graphs of different candidate actions. Each edge $e_{v-u}$, between vertices $v$ and $u$, represents an action $a$ with an appropriate increment $I(a)$, see (12). Thus, the factor graph encoded by vertex $u$ is obtained by applying the increment $I(a)$ to the factor graph that is encoded by vertex $v$. In the following, we show how such a graphical model can be used to efficiently reason, while exploiting common parts, about posterior beliefs of different actions.

Let us consider a simple case as a running example, where two candidate actions $a_1$ and $a_2$ share some of their increments (see Figure 2a). As can be seen both trajectories have a mutual part that is colored in green. One way to evaluate the action impact for actions $a_1$ and $a_2$ is to handle each case separately (see Figure 2b). Indeed, existing approaches typically perform inference over the posterior belief for each of the actions and then evaluate the information-theoretic cost. However, this can be done by far more efficiently using our recently developed $rAMDL$ approach (Kopitkov and Indelman, 2017), where first we perform a one-time calculation of specific prior covariance entries that are required by both candidates, followed by information impact evaluation of each candidate (see Section 5.2.1). While the one-time covariance computation depends on state dimension $n$, the candidates evaluation does not. Yet, in such an approach, although we significantly reduce runtime by gathering the expensive computation of prior covariances from all candidates into a single computational block, we still waste computational resources related to the mutual increment, which is calculated separately for each candidate action (e.g., twice in the considered example).

In this article, we propose another alternative. Referring to the running example, we split each of the two actions into $a_1 = \{a_{shr}, a_1'\}$ and $a_2 = \{a_{shr}, a_2'\}$ and present them through a multiple-layered FGP tree (see Figure 2c), where $a_{shr}$ represents the shared part of actions’ increments, and where $a_1'$ and $a_2'$ represent parts of the original actions that are not shared. It is not difficult to show that IG of each
12. Calculate \( I^{T} \).

10. Calculate marginal covariances of \( u \) for \( Y_{T} \).

11. for vertex of \( T \) in top–bottom ordering do

7. Message \( u \)'s parent \( v \) that we are interested in covariances in \( v \)'s belief for variables \( \{ Y_{u}, I^{X}, Y_{du} \} \), where \( Y_{u} \) are variables required by the main algorithm (Algorithm 2), \( I^{X} \) are variables involved in factors that were introduced by augmenting \( v \) to acquire \( u \), and \( Y_{du} \) are variables that were required by children of \( u \).

8. end

9. Define the set of variables \( Y_{T} := \{ Y_{u}, Y_{du} \} \) for each vertex \( u \).

10. Calculate marginal covariances of \( Y_{T} \) at \( T \)'s root \( G_{...}^{M}, \Sigma_{v}^{M}, Y_{T} \) from prior belief \( b[X_{...}] \) (see Section 5.1.1), by using required covariances \( \Sigma_{y}^{M}, W \) from \( u \)'s parent \( v \).

11. for vertex of \( T \) in bottom–top ordering do

12. Calculate \( \Sigma_{u}^{M}, Y_{T} \) through function \( f(\cdot) \) (see Section 5.1.1), by using required covariances \( \Sigma_{y}^{M}, W \) from \( u \)'s parent \( v \).

13. Retrieve the required \( \Sigma_{u}^{M}, Y_{T} \) from calculated \( \Sigma_{u}^{M}, Y_{T} \).

14. end

15. end

Algorithm 3. CalculateCovariances incrementally calculates specific covariances in the beliefs represented by vertices of the FGP action tree.

Inputs:
1. \( T \): FGP tree
2. \( \{ Y_{u} \} \): set of variables whose covariances from vertex \( u \)'s belief we are interested in, for each vertex \( u \) in \( T \)

Outputs: \( \{ \Sigma_{u}^{M}, Y_{T} \} \): the calculated covariances

begin:
for \( u \): vertex of \( T \), in bottom–top ordering do
Message \( u \)'s parent \( v \) that we are interested in covariances in \( v \)'s belief for variables \( \{ Y_{u}, I^{X}, Y_{du} \} \), where \( Y_{u} \) are variables required by the main algorithm (Algorithm 2), \( I^{X} \) are variables involved in factors that were introduced by augmenting \( v \) to acquire \( u \), and \( Y_{du} \) are variables that were required by children of \( u \).
end

Define the set of variables \( Y_{T} := \{ Y_{u}, Y_{du} \} \) for each vertex \( u \).
Calculate marginal covariances of \( Y_{T} \) at \( T \)'s root \( G_{...}^{M}, \Sigma_{v}^{M}, Y_{T} \) from prior belief \( b[X_{...}] \) (see Section 5.1.1), by using required covariances \( \Sigma_{y}^{M}, W \) from \( u \)'s parent \( v \).
Retrieve the required \( \Sigma_{u}^{M}, Y_{T} \) from calculated \( \Sigma_{u}^{M}, Y_{T} \).
end

candidate \( a_{i} \) is equal to sum of IGs of its sub-actions \( a_{shr} \) and \( a_{r} \), i.e., \( IG(a_{i}) = IG(a_{shr}) + IG(a_{r}) \) (see the proof in Appendix E). Thus, in this specific example in order to select the best action it is enough to calculate IG of \( a_{1}^{l} \) and \( a_{2}^{l} \). This IG can be efficiently calculated through the rAMDL technique, but this time we will require specific covariance entries of the intermediate belief associated with \( G_{shr}^{u} \) (factor graph obtained after execution of action \( a_{shr} \), see Figure 2e). For example, unfocused IG of \( a_{i} \) (see (58)) can be calculated as

\[
J_{IG}(a_{i}) = \frac{1}{2} \ln \left| I_{m} + I^{A_{1}} \cdot \Sigma_{shr}^{M}, I^{X_{1}} \cdot (I^{A_{1}})^{T} \right|
\]

where \( I^{X_{1}} \) are variables involved in new factors of \( a_{1}, I^{A_{1}} \) are non-zero columns from noise-weighted Jacobian of these new factors, and \( \Sigma_{shr}^{M}, I^{X_{1}} \) is the marginal covariance of \( I^{X_{1}} \) from intermediate belief represented by \( G_{shr}^{u} \).

Assuming there is an efficient way to calculate specific covariance entries for each vertex within the FGP tree (see Section 5.2.3), we can apply the rAMDL method, calculate the required information impacts and make a decision between \( a_{1} \) and \( a_{2} \) while handling mutual increment \( a_{shr} \) only once, and not twice as would be done by existing approaches.

The above concept applies also to more general problem settings, with numerous candidate actions with mutual parts in their increments. An excellent example for this is BSP for autonomous navigation. Here, the set of trajectory candidates can be naturally represented as a tree of possible paths, and the FGP action tree can be constructed in such a way that each of its intermediate vertices will represent a belief at a specific splitting waypoint of the trajectories (see Figure 4). In such a general case, in order to pick up the optimal action we will need to calculate IG for each one of the tree’s edges. This can be done again by applying a rAMDL technique but will require us to know the specific covariance entries for each intermediate vertex within the FGP tree. An efficient calculation of these entries is presented in Section 5.2.3, while the overall algorithm to evaluate the FGP tree is summarized in Algorithm 2.

Note that although in this article we create an FGP action tree with a structure similar to the tree of candidate navigation paths, in general, different structures can be used. For example, if candidates share their trajectories’ terminal part, this part can be represented as first action under root \( G_{...} \). As long as tree’s root represents the prior belief \( b[X_{...}] \) and the tree has a vertex for posterior belief of each candidate action, it represents the same decision problem.

An interesting question that arises is how to find the tree’s structure that provides the biggest calculation reuse between the candidates and can be evaluated most efficiently. We will leave this question for future research.

In addition, note that the proposed method can also be applied to the scenario where a similar candidate trajectory is evaluated at sequential time steps. Such a candidate trajectory, taking the robot to some location, at each time step may have a different starting section due to robot’s movement since the previous time step, but will have the same terminal section that brings the robot to the aforementioned location (see also Chaves and Eustice (2016)). Thus, this candidate trajectory will have similar posterior factor graphs each time it is evaluated. This similarity between posterior factor graphs can be naturally represented through our FGP tree and hereof it is just another application for our BSP approach.

5.2.3. Incremental covariance update within FGP action tree. In order to reason about different actions inside an FGP action tree, we have to know specific covariance entries for each intermediate vertex in the tree. We can calculate these entries by first propagating the beliefs through (13) followed by appropriate Schur complement and inverse
operations. However, such a procedure will depend on a potentially huge state dimension \( n \), which we would like to avoid. Here we propose an alternative method to calculate specific covariance entries at each one of the beliefs inside the tree which is based on our incremental covariance update technique (see Section 5.1) and does not depend on \( n \). Moreover, the proposed method can be applied to calculate both specific marginal and conditional covariance entries, where the former are required for the unfocused information objective function (see (58)) and the latter are required for the focused information objective function (see (59)).

First, let us focus on a specific edge \( e_{v \rightarrow u} \) in the FGP tree that represents some action \( a \) with increment \( I(a) = \{ F_{\text{new}}, X_{\text{new}} \} \). In other words, the factor graph represented by \( v \) is augmented by \( I(a) \) in order to receive the factor graph that is represented by \( u \). In addition, let us denote state vectors of beliefs of \( v \) and of \( u \) by \( X_v \) and \( X_u \), respectively. Note that \( X_v \subseteq X_u \), and that \( X_u \) will sometimes contain state variables that are not present yet in \( X_v \) (the variable set \( X_{\text{new}} \)).

Now, consider the set of variables \( Y \subseteq X_u \) whose marginal covariance \( \Sigma_{u,Y} \) from \( u \)'s belief we would like to calculate. As was shown in Section 5.1, \( \Sigma_{u,Y} \) can be calculated efficiently and independently of state dimension \( n \), given that we have the marginal covariance of the set \( W \equiv \{ Y_{\text{old}}, I^d X \} \) from \( v \)'s belief, where \( I^d X \subseteq X_v \) is the set of involved variables in action \( a \) and \( Y_{\text{old}} \) is the intersection between \( Y \) and \( X_v \). It is important to note that, in a general case, the marginal covariance of \( Y_{\text{old}} \) is modified after applying some action \( a \), i.e., \( \Sigma_{u,Y_{\text{old}}} \neq \Sigma \). Similarly to Section 5.1 we can separate all possible actions in the FGP tree into different categories depending on their increments, i.e., non-augmented, rectangular, and squared. Consequently, for each action type we can use an appropriate covariance update method in order to calculate \( \Sigma_{u,Y} = f(\Sigma_{v,W}) \).

Next, we can use the above-mentioned function \( \Sigma_{u,Y} = f(\Sigma_{v,W}) \) to calculate the required specific covariances for each one of the vertices in the tree recursively (see also Figure 5). First, for each vertex \( u \) we define by \( Y \) the variables of interest whose marginal covariances \( \Sigma_{u,Y} \) at the belief associated with \( u \) we would like to calculate. In our case \( Y \) are the variables required by \( r\text{AMDL} \) in order to evaluate the impact of actions that are performed on \( u \) (see Section 5.2.2). Next, for each leaf vertex \( u \) we message its parent \( v \) that we require \( v \)'s marginal covariances for \( \{ Y, I^d X \} \). Then in recursive form from bottom to top each vertex \( v \) will message its parent that it requires its parent's covariances for \( \{ Y, I^d X, Y_{\text{ch}} \} \) where \( Y_{\text{ch}} \) is the set of variables that were required by \( v \)'s children. Eventually, for each vertex \( v \) in the tree we will have a total set of variables \( Y_F = \{ Y, Y_{\text{ch}} \} \) whose covariances we need to compute for this specific vertex.

Finally, we start to propagate these covariances in top to bottom order. Using the equations from Section 5.1.1, for each vertex \( u \) we can calculate \( \Sigma_{u,Y_F} \) using \( \Sigma_{v,W} \) from its parent vertex \( v \). Note that when following top to bottom order, when we get to node \( u \), its parent's covariances \( \Sigma_{v,W} \) will already be computed. Also note that the required prior covariance entries of the root \( G_0 \) should be calculated first. This is done only once and its complexity depends on state dimension \( n \), similarly to the \( r\text{AMDL} \) technique. But once calculated, the rest of the covariance updates do not depend on \( n \).

To summarize, the described algorithm consists of two parts: detecting variables set \( Y_F \) for each vertex and propagating specific covariances from top to bottom. See Algorithm 3 and a schematic illustration of the incremental...

Fig. 4. Different candidate trajectories and their FGP action tree representation. Here \( A \) and \( B \) are splitting waypoints; \( C, D, \) and \( E \) are the final waypoints of three trajectory candidates. Each waypoint has an associated factor graph vertex within the tree. Each action \( a' \) is an augmenting factor graph with factors/variables gathered by passing path \( x \rightarrow y \).

Fig. 5. Incremental covariance update within an FGP action tree, illustrated on the tree from Figure 4. Each vertex in the tree represents a specific factor graph and belief associated with it. Each edge in tree (black arrows) represents action that augments parent’s factor graph in order to obtain the child’s factor graph. The covariance update consists of two stages. First (left drawing): from bottom to top each vertex notifies (green arrows) its parent what are the marginal covariance entries that it needs from parent’s belief. Second (right drawing): from top to bottom each vertex calculates the required marginal covariance entries of its belief and notifies its children (red arrows) to proceed with their covariance calculations. This covariance update process contains one-time calculation depending on state dimension \( n \), the computation of required marginal covariance entries at root \( G_0 \), and of \( n \). The rest of the calculation is incremental and does not depend on \( n \), as described in Section 5.1.
covariance update in Figure 5. The runtime complexity of the algorithm mainly depends on its second part, because variable detection does not require any matrix manipulations and can be done quickly. The second part handles each edge of the FGP tree only once, thus again allowing us to evaluate mutual increment of actions only once. The runtime to propagate specific covariances along each edge depends on a number of parameters such as dimension of required covariances and the size of an action's increment.

In a similar way, we can also incrementally propagate specific conditional covariances along the FGP tree. Such covariances may also be required in order to perform informative-theoretic decision making when we want to reduce uncertainty of a subset of old variables $X^F \subseteq X_s$, see (Kopitkov and Indelman, 2017).

6. Results

We evaluate the proposed approaches for incremental covariance update and BSP in simulation considering the problem of autonomous navigation in unknown environments. The robot has to autonomously visit a set of predefined goals while localizing itself and mapping the environment using its onboard sensors. In our simulation, we currently consider a monocular camera and a range sensor. The code is implemented in Matlab and uses the GTSAM library (Dellaert, 2012; Kaess et al., 2012). All scenarios were executed on a Linux machine with an Intel i7 2.40 GHz processor and 32 GB of memory. All compared approaches were implemented in single thread to provide better visualization of their runtime complexity. In addition, we provide our implementation of the FGP action tree as an open-source library at http://goo.gl/dmNenc.

6.1. Covariance recovery

Here we consider the passive setting where at each time step the robot moves toward the next predefined goal (see Figure 6), updates the inference problem with new pose/landmarks and motion/measurement factors, and calculates/updates marginal covariance of each variable inside the state vector.

We apply our incremental covariance update methods (2-stage and Rectangular) as described in Section 5.1.4. Their performance is compared with two baseline approaches. First, Recursive uses a recursive formulation (see (8)–(9)) to calculate the covariance matrix $\Sigma_k$ ($k$ is index of time step) from a square-root information matrix $R_k$. It is done for each $k$ and entire $\Sigma_k$ is calculated at each time step from scratch. Note that to calculate the marginal covariance of each state variable (block-diagonal of $\Sigma_k$) the Recursive method requires the entire covariance matrix $\Sigma_k$ to be calculated as was explained in Problem 1 from Section 4.

The second approach, Backsubstitution, calculates $\Sigma_k$ through the back-substitution operation:

$$ V \triangleq R_k \setminus I, \quad \Sigma_k = V \cdot V^T \quad (61) $$

where $I$ is an identity matrix of appropriate dimensions and “\$” is the Matlab’s back-substitution operator with $x = A \setminus B$ being identical to solving linear equations $Ax = B$ for $x$. Such back-substitution can be done very efficiently since the matrix $R_k$ is upper triangular and sparse. Still, similar to Recursive, the Backsubstitution method calculates covariances from scratch for each time step and needs to calculate the entire $\Sigma_k$ matrix before fetching its diagonal blocks.

As can be seen in Figure 7, in general both of our incremental approaches have very similar runtime, and the both are significantly faster than the baseline alternatives. Towards the end of the scenario, while the fastest alternative (Backsubstitution) needs almost 400 ms to recover marginal covariance for a 3,054-dimensional state vector, our incremental method does it in only 20 ms.

The only time our methods are slower than the alternatives is around pose 150, at which point a loop-closure event occurs: the robot reaches a predefined goal 6 (see Figure 6a) and observes old landmarks from the beginning of the scenario. As expected for such a relatively big loop closure, the number of relinearized state variables and the affected factors is very large (see Figures 6b–6c). Thus, $m$ (overall dimension of new/relinearized factors) and $|X|$ (dimension of involved variables) are huge and increase the runtime complexity of our incremental method. However, such results are expected: it is a known fact that incremental techniques become slower in the presence of big loop closures. For example, the incremental optimization algorithm iSAM2 (Kaess et al., 2012), which calculates incrementally the MAP estimate of the state but not its covariance matrix, takes significantly more time during loop-closure events. It is reasonable to expect a similar situation also in the context of incremental covariance recovery. Also note that during a loop-closure event, the Rectangular technique is significantly slower than the 2-stage technique (around 6 s versus 0.6 s, respectively). The reason is that during huge loop closure, $m$ impacts the entire calculation of the Rectangular method (Lemma 2), while in the 2-stage technique only the second stage is affected (Lemma 1 or Lemma 4). Lemma 2 is more computationally demanding than Lemma 1 or Lemma 4, thus producing such a big runtime difference during a loop closure.

On the other hand, the Backsubstitution method does not depend on $m$ or $|X|$; instead its complexity mainly depends on the state dimension $n$ and the sparsity level of a matrix $R_k$. The $n$, the overall dimension of all state variables, is not affected by loop closures. While, in general, the matrix $R_k$ (a factorization of information matrix $\Lambda_k$) becomes denser during the loop closures, an appropriate
variable reordering (of the entire matrix) can mitigate this effect. In our simulations we used SYMAMD ordering (symmetric approximate minimum degree permutation) (Amestoy et al., 1996) to reorder an entire $A_k$ before producing $R_k$. As can be seen in Figure 6d (blue line), the resulting sparsity of $R_k$ grows smoothly with time, with only a minor increase during the loop-closure event (around pose 150). Thus, we can see no peaks in calculation time plot of Backsubstitution approach around this time (see Figures 7c–7d, purple line). In practice, when implementing our incremental approach on a real robot, to handle this loop-closure shortcoming we can check whether a big loop closure happens ($m$ or $|X|$ are bigger than current state dimension $n$) and use Backsubstitution as a fallback.

Comparing Recursive versus Backsubstitution we can see that the former is considerably slower. The first was implemented by us in C++ code, while the second is based on highly optimized Matlab implementation of back-substitution. Apparently, our current C++ implementation of Recursive method is not properly optimized. We foresee that it can be done in much better way so that both Recursive versus Backsubstitution techniques will have very similar runtime complexity.

6.1.1. Comparison with Ila et al. (2015). Here we compare our approach with that from Ila et al. (2015); that approach was briefly described in Section 5.1.5. As mentioned
above, their method is limited and cannot be applied after relinearization of state vector, thus we execute this method only at time steps where no variable was relinearized. In Figure 6c we can see that there is only a sparse number of such time steps. Nonetheless, from Figure 8 we can see that it is enough to understand the overall trend. Specifically, as we expected, both our and Ilia15icra’s methods have very similar runtime complexity, since the runtime of both techniques depends on $m$ and $|^X|$. Furthermore, note that in some edge cases our approach is much more efficient (see time-steps 357–386 in Figure 8). When during the time-step only new poses and only new odometry factors are added to the inference system, that is when $m = |^X|$, our approach updates covariances incrementally via Lemma 3. This lemma is computationally very efficient since it does not update covariances of old variables which are unchanged in such a case. In contrast, the method in Ilia et al. (2015) does not exploit the properties of this specific setting $m = |^X|$.
In addition, the incremental recovery of conditional covariance entries is essential to efficiently solve the information-theoretic BSP problem which is considered in Section 6.2; yet, this key aspect was also not supported in Ila et al. (2015).

6.2. BSP

Thus far, we have performed simulation of a passive SLAM problem, where the robot follows a predefined trajectory. As can be seen in Figure 6a, by the end of the trajectory the covariance of robot position (red ellipse) is considerably big. Such uncertainty in robot localization may fail the navigation task and is undesirable in general. In this section, we focus on an active SLAM scenario, where the robot autonomously decides whether to follow the navigation path or to perform a loop closure and reduce state uncertainty. At each time step, the robot autonomously decides its next action according to a specified objective function that is discussed in the following.

We compare the performance of the proposed BSP approach, that we denote as rAMDL-Tree, with our previous method rAMDL (Kopitkov and Indelman, 2017), which was shown to be superior in runtime complexity to other state-of-the-art information-based BSP methods. Note that both rAMDL and rAMDL-Tree, as well as other relevant state-of-the-art alternatives, make identical decisions, i.e., calculate the same optimal actions. Thus, the only difference is the runtime complexity, the reduction of which is the main motivation behind the work presented herein.

In our simulation, at each time step we sample a set of trajectories to the current goal g, and also to (clusters of) already mapped landmarks for uncertainty reduction via loop closures (see Figure 9a). The overall number of candidate actions (number of trajectories) is around 200 (see Figure 9b). In our simulations different trajectories were sampled by using a probabilistic roadmap (PRM) algorithm (Kavraki et al., 1996), see Figures 9c–9d, although the planning method presented herein does not depend on the sampling procedure and other sampling techniques can be applied.

We consider the objective function

\[ J(a) = \alpha_1 d(x_k + L, g) + \alpha_2 c(a) + \alpha_3 J_{inf}(a) \]  

(62)

where \( d(x_k + L, g) \) is the distance between the current goal g and candidate’s last pose \( x_k + L \) for a given action \( a \), \( c(a) \) is the control cost, and \( J_{inf}(a) \) is an information-theoretic term. As was mentioned previously, both first and second terms can be calculated very quickly and do not require belief propagation. Thus, in the following, we ignore these terms and discuss runtime only for the term \( J_{inf}(a) \).

In our first simulation, \( J_{inf}(a) \) calculates the posterior entropy of the robot’s last pose \( x_k + L \) within the candidate trajectory. We evaluated this term for all action candidates independently through our previous method, rAMDL, and through the approach proposed herein, rAMDL-Tree, which, using the FGP action tree, accounts for candidate actions’ mutual parts and evaluates them only once. In Figures 10a–10b we can see that rAMDL-Tree is twice as fast as rAMDL and succeeds to evaluate more than 200 actions in less than 100 ms. In addition, we can see that the only algorithmic part that depends on the state dimension \( n \), i.e., the one-time calculation of prior covariances at \( G_0 \) during the incremental covariance update termed in the figure as GTSAM-PriorMarginals, takes a small portion of the overall runtime (green lines in Figures 10a–10b); most of the time is consumed by propagation of covariance entries within the FGP action tree and IG calculation for each edge in this tree. Note that the marginal/conditional covariances required by rAMDL-Tree are propagated from the root of FGP action tree to its leaves based on our incremental covariance update technique (see Section 5.1).

Specifically, as described in Section 5.2.3, covariance propagation is performed in two phases. In the first, each tree node in bottom-to-top order determines what covariance entries are required from its belief. In the second phase, the required covariances are calculated in top-to-bottom order using incremental covariance update lemmas (see also Figure 5).

In addition, we have performed a similar simulation considering this time \( J_{inf}(a) \) calculating the IG of the landmarks that were mapped until now. The results are shown in Figure 11. Comparing the time performance between the first and second scenarios we can see that “focused-landmarks” requires more time; while rAMDL-Tree takes around 50–100 ms in the first, it requires 100–250 ms in the second. This is due to the fact that calculation of the focused IG contains a one-time computation that depends on the dimension of focused variables set \( \mathbb{X}^F \). In the “focused-landmarks” scenario this is the dimension of all landmarks mapped thus far, and it increases with time as more landmarks are observed and introduced into the state vector. Also in this scenario we see a similar trend where rAMDL-Tree performs twice as fast as rAMDL (100–250 ms versus 200–500 ms), while determining the same optimal actions.

7. Conclusions

We have developed computationally efficient approaches that address incremental covariance recovery and BSP over high-dimensional state spaces. Our incremental covariance update technique allows us to efficiently update specific covariance entries (both marginal and conditional) after any change in the inference problem, including introduction of new state variables, addition of new measurement factors, and relinearization of the entire state vector or only a subset of the state variables. It can be applied whenever an efficient method is required to track covariance entries within the estimation system (e.g., in SLAM for data association or safety), and is also an indispensable part of our BSP approach.
Fig. 9. Focused BSP scenario with focused robot’s last pose. (a) Final robot trajectory. Blue dots are mapped landmarks, red line with small ellipses is estimated trajectory with pose covariances, blue line is the real trajectory, red pluses with numbers beside them are robot’s predefined goals. Green mark is robot’s start position. (b) Number of action candidates at each time. (c) Candidate trajectories at time step 69. (d) Enlarged view of (c). The pentagram represents current robot pose and hexagrams are current goal g and various landmark clusters. As can be seen, there are a number of candidate trajectories to each hexagram and many candidate trajectories share path sections. Our approach exploits the shared trajectory parts for faster planning.

Fig. 10. Focused BSP scenario with focused robot’s last pose. (a) Running time of planning, i.e., evaluating the impact of all candidate actions, each representing a possible trajectory. (b) Running time from (a) normalized by the number of candidates.
Furthermore, considering the BSP problem our key observation is that in many robotics applications, candidate actions have mutual parts where each part can be evaluated only once, independently of the number of candidate actions that share it. For this purpose, we presented a novel approach to model future posterior beliefs of different candidate actions within a single graphical model which we called an FGP action tree. This tree model allows shared parts of different actions to be evaluated only once by representing belief propagation of posterior factor graphs from the current factor graph sequentially. The FGP action tree has a consecutive hierarchic form, with intermediate vertices that represent beliefs after applying only part of a candidate action. Further, we use the aforementioned incremental covariance recovery technique to efficiently calculate covariances at intermediate and final beliefs within the FGP action tree, doing so independently of state dimension \( n \). The calculated covariance entries let us reason about probabilistic properties of the beliefs and actions within the FGP action tree. Specifically, this allowed us to efficiently calculate the information impact of all candidate actions by reusing calculation from candidates’ mutual parts. Overall, our method involves two passes over the FGP action tree, bottom-to-top query of required covariance entries and top-to-bottom propagation of these covariance entries. We evaluated the proposed approach in simulation considering the problem of autonomous navigation in unknown environments, and showed it reduces runtime by half compared with our previous approach (Kopitkov and Indelman, 2017), rAMDL.

There are several avenues for future research to take the proposed concept of reusing calculations between different candidate actions further. In this work, we considered a specific realization of the FGP action tree, using the structure of candidate trajectories in an autonomous navigation scenario. However, given posterior factor graphs for different candidate actions, multiple FGP action trees can be constructed. A key question that will be addressed as part of future research is how to construct an FGP action tree so that most of actions’ similarity would be exploited. Another direction for future research is to make BSP runtime complexity totally independent of state dimension. The process of information evaluation via FGP action tree consists of only a single, one-time, calculation that depends on state dimension \( n \), i.e., recovering the prior marginal (or conditional) covariance entries of variables involved in candidate actions. When there are many candidates (above 500 in our simulations), this one-time part is insignificant with respect to the overall process time and can be ignored. However, for a smaller number of candidate actions this part takes considerable time (about 50% of time in our simulation in Figure 11) and additional research efforts are required in order to reduce its time complexity. Anticipating what state variables would be involved in the near-future candidate actions and incrementally tracking specific covariance entries of these involved variables during the inference process through our incremental covariance recovery method may be an appropriate solution and will be investigated in the future.
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Appendix A. Proof of Lemma 1: Non-augmented case

The variables set \( W \) in this case is \( \{ Y_{\text{old}}, I^gX \} = \{ Y, I^gX \} \). Define the prior marginal covariance matrices:
\[
\Sigma'_w = \Sigma^M_{Y^gX}, \quad \Sigma^f_w = \Sigma^M_{Y^gY}.
\]
Also denote the prior cross-covariance between \( Y \) and \( I^gX \) as \( \Sigma^C_w \). Then, \( \Sigma^M_{W^gW} \) will have the following form:
\[
\Sigma^M_{W^gW} = \begin{bmatrix}
\Sigma^Y_w & \Sigma^C_w \\
(\Sigma^C_w)^T & \Sigma^I_w
\end{bmatrix}
\]

In addition, let us separate prior (old) state variables \( X^- \) into involved \( I^gX \) (in new factors \( F_{\text{new}} \)) and not involved \( I^gX \) variables. Similarly, let us partition the Jacobian matrix \( A \) into
\[
A = \begin{bmatrix}
-\Omega^g & I^gA
\end{bmatrix} = \begin{bmatrix}
0 & I^gA
\end{bmatrix}
\]
where \(-\Omega^g\) contains noise-weighted Jacobians with respect to \( X^- \), and \( I^gA \) with respect to \( I^gX \). From its definition we can conclude that \( I^gA \) contains only zeros.

Next, using the Woodbury matrix identity and information update equation \( \Sigma_+ = \Sigma_- + A^T \cdot A \), the posterior covariance matrix is
\[
\Sigma_+ = (\Lambda_+)^{-1} = (\Lambda_- + A^T \cdot A)^{-1} = \Sigma_- - \Sigma_+ \cdot A^T
\]
\[
\cdot [I_m + A \cdot \Sigma_- \cdot A^T]^{-1} - A \cdot \Sigma_- = \Sigma_- - \Sigma_+ \cdot A^T
\]
\[
\cdot [I_m + A \cdot \Sigma_+ \cdot (I^gA)^T]^{-1} \cdot A \cdot \Sigma_- \]
\]
where \( A \cdot \Sigma_- \cdot A^T = I^gA \cdot \Sigma^I_{W^gW} \cdot (I^gA)^T \) because of \( A \)'s sparsity structure.

Then \( \Sigma_+ \) can be calculated as...
\[ \Sigma_+ = \Sigma_- - \Sigma_- \cdot A^T \cdot C^{-1} \cdot A \cdot \Sigma_- \]  
(66)

\[ C = I_m + t^T \cdot A \cdot \Sigma^I_{\cdot Y} \cdot (t^T A)^T \]  
(67)

Further, \( \Sigma_{+ M, Y} \) can be calculated by retrieving from \( \Sigma_+ \) rows and columns that belong to variables \( Y \):

\[
\Sigma_{+ M, Y} = \Sigma_{- M, Y} - \Sigma_{- (\cdot, Y)} \cdot A^T \cdot C^{-1} \cdot A \cdot \Sigma_{- (\cdot, Y)} = \Sigma_{- M, Y}
\]

\[
- \begin{bmatrix} A \cdot \Sigma_{- (Y, \cdot)} \end{bmatrix}^T \cdot C^{-1} \cdot \begin{bmatrix} A \cdot \Sigma_{- (Y, \cdot)} \end{bmatrix} \]

\[
\Sigma_{M, Y} = \Sigma_{M, Y} - \begin{bmatrix} A \cdot (C^{-1} \cdot A^T) \end{bmatrix}^T \cdot C^{-1} \cdot \begin{bmatrix} A \cdot (C^{-1} \cdot A^T) \end{bmatrix} = \Sigma_{- M, Y}
\]

\[
- \begin{bmatrix} C^{-1} \cdot (A^T) \end{bmatrix}^T \cdot C^{-1} \cdot \begin{bmatrix} C^{-1} \cdot (A^T) \end{bmatrix}^T
\]

(68)

where using Matlab syntax we have \( \Sigma_{-(Y, \cdot)} = \Sigma_- (Y, :) \) and \( \Sigma_{(\cdot, Y)} = \Sigma_- ( :, Y) \).

Note that the columns inside information matrices do not have to be ordered in any particular way, and that the above-provided proof is correct for any ordering whatsoever.

**Appendix B. Proof of Lemma 2: Rectangular case**

In this case we can partition variables set \( Y \) into two subsets \( Y_{old} \equiv X^- \cap Y \) and \( Y_{new} \equiv X_{new} \cap Y \) or, in other words, into old and new state variables. The posterior marginal covariance matrix \( \Sigma_{M, Y} \) will then have the following form:

\[ \Sigma_{M, Y} = \begin{pmatrix} \Sigma_{M, Y_{old}} & \Sigma_{M, Y_{new}} \\ \Sigma_{M, Y_{new}}^T & \Sigma_{M, Y_{new}} \end{pmatrix} \]  
(69)

and we are looking for an efficient way to calculate matrices \( \Sigma_{M, Y_{old}}, \Sigma_{M, Y_{new}} \) and \( \Sigma_{M, Y_{new}} \).

The variables set \( W \) in this case is \( \{ Y_{old}, I^T X \} \). Define the prior marginal covariance matrices: \( \Sigma_{I} = \Sigma_{M, I} X \), \( \Sigma_{-} = \Sigma_{M, Y_{old}} \). Also denote the prior cross-covariance between \( Y_{old} \) and \( I^T X \) as \( \Sigma_{C} C \). Then, \( \Sigma_{M, W} \) will have the following form:

\[ \Sigma_{M, W} = \begin{pmatrix} \Sigma_{Y_{old}} & \Sigma_{C} \\ \Sigma_{C}^T & \Sigma_{I} \end{pmatrix} \]  
(70)

In addition, let us separate prior (old) state variables \( X^- \) into involved \( I^T X \) (in new factors \( F_{new} \)) and not involved \( \neg I^T X \). The posterior state vector is then \( X_+ = \{ \neg I^T X, X_{new}, Y_{new} \} \). Similarly, let us partition the Jacobian matrix \( A \) into

\[
A = \begin{pmatrix} A_{old} & A_{new} \end{pmatrix}, \quad A_{old} = \begin{pmatrix} -I^T \cdot A & I^T \end{pmatrix} = \begin{pmatrix} 0 & I^T \end{pmatrix}
\]

(71)

where \( A_{old} \) contains noise-weighted Jacobians with respect to old variables \( X^- \), \( A_{new} \) with respect to new variables \( X_{new}, \neg I^T X \) with respect to \( \neg I^T X \), and \( I^T A \) with respect to \( I^T X \).

From its definition we can conclude that \( \neg I^T A \) contains only zeros.

Following the information update equation \( \Lambda_+ = \Lambda_+^{log} + A^T \cdot A \) (see also Figure 3), the posterior information matrix can be partitioned using separation \( X_+ = \{ X_, X_{new} \} \) as

\[
\Lambda_+ = \begin{pmatrix} \Lambda_- + A_{old}^T \cdot A_{old} & A_{old}^T \cdot A_{new} \\ A_{new}^T \cdot A_{old} & A_{new}^T \cdot A_{new} \end{pmatrix}
\]

(72)

Now, let us partition the posterior covariance matrix \( \Sigma_+ \) in a similar way:

\[ \Sigma_+ = \begin{pmatrix} \Sigma_{old} & \Sigma_{cross} \\ \Sigma_{cross}^T & \Sigma_{new} \end{pmatrix} \]  
(73)

Given the setup until now, we derive each of the matrices \( \Sigma_{M, Y_{old}}, \Sigma_{M, Y_{new}} \), and \( \Sigma_{M, Y_{old, Y_{new}}} \) from (69) using parts from \( \Sigma_{M, W} \) defined in (70).

\[ \Sigma_{M, Y_{new}} \]  
By using block-wise matrix inversion (which is based on the notion of Schur complements), \( \Sigma_{new} \) is equal to

\[
\Sigma_{new} = (A_{new}^T \cdot A_{new})^{-1} \cdot (\Lambda_- + A_{old}^T \cdot A_{old})^{-1} \\
\cdot A_{old}^T \cdot A_{new} \cdot (\Lambda_- + A_{old}^T \cdot A_{old})^{-1} \cdot A_{old} \cdot A_{new}^{-1}
\]

(74)

Now, let us define matrix \( C \) as follows:

\[ C \Delta I_m + A_{old} \cdot \Sigma_{-} \cdot A_{old}^T = I_m + t^T \cdot A \cdot \Sigma_{-} \cdot (t^T A)^T \]  
(75)

Through the Woodbury matrix identity it can be easily shown that \( C \)'s inverse is

\[ C^{-1} = I - A_{old} \cdot (\Lambda_- + A_{old}^T \cdot A_{old})^{-1} \cdot A_{old}^T \]  
(76)

Therefore, \( \Sigma_{new} \) is equal to

\[ \Sigma_{new} = (A_{new}^T \cdot C^{-1} \cdot A_{new})^{-1} \]  
(77)

and \( \Sigma_{M, Y_{new}} \) can be calculated in the following way (note that such calculation's complexity is independent of state dimension):

\[ \Sigma_{M, Y_{new}} = P \cdot (I_{Y_{new}}), \quad P \Delta \left[ (A_{new}^T \cdot C^{-1} \cdot A_{new})^{-1} \right] (I_{Y_{new}}) \]  
(78)

where in brackets we are using Matlab syntax to index relevant rows/columns. Note that \( \left[ (A_{new}^T \cdot C^{-1} \cdot A_{new})^{-1} \right] (I_{Y_{new}}) \) can be calculated without calculation of full \( (A_{new}^T \cdot C^{-1} \cdot A_{new})^{-1} \), by using backslash operator in Matlab:

\[ P = A_{new}^T \cdot C^{-1} \cdot A_{new} \]  
(79)
where \( f(Y_{\text{new}}) \) are particular columns of the identity matrix.

\[
\Sigma^M, Y_{\text{old}}
\]

Using the block-wise matrix inversion again we know that \( \Sigma^\text{old} \) from (73) is equal to

\[
\Sigma^\text{old} = (A_+ + A_T^\text{old} \cdot A_{\text{old}} - A_T^\text{old} \cdot A_{\text{new}} \cdot (A_{\text{new}} \cdot A_{\text{new}})^{-1} \cdot A_{\text{new}}^T \cdot A_{\text{old}})^{-1}
\]

\[
= (A_+ + A_T^\text{old} \cdot (I_m - A_{\text{new}} \cdot (A_{\text{new}} \cdot A_{\text{new}})^{-1} \cdot A_{\text{new}}^T)^{-1}
\]

\[
\cdot A_{\text{old}})^{-1} = (A_+ + A_T^\text{old} \cdot K \cdot A_{\text{old}})^{-1}
\]

with

\[
K \triangleq I_m - A_{\text{new}} \cdot (A_{\text{new}} \cdot A_{\text{new}})^{-1} \cdot A_{\text{new}}^T
\]

\[
= I_m - A_{\text{new}} \cdot F \cdot A_{\text{new}}^T, \quad F \triangleq (A_{\text{new}} \cdot A_{\text{new}})^{-1}
\]

where \( K \) is a singular, symmetric, idempotent projection matrix, with properties \( K = K^2 \) and \( K = K^T \).

Further, \( \Sigma^\text{old} \) can be now rewritten as

\[
\Sigma^\text{old} = (A_+ + A_T^\text{old} \cdot K^T \cdot K \cdot A_{\text{old}})^{-1}
\]

\[
= \Lambda^{-1} - \Lambda^{-1} \cdot A_T^\text{old} \cdot K^T
\]

\[
\cdot (I_m + K \cdot A_{\text{old}} \cdot \Lambda^{-1} \cdot A_T^\text{old} \cdot K^T)^{-1}
\]

\[
\cdot K \cdot A_{\text{old}} \cdot \Lambda^{-1} = \Sigma_+ - \Sigma_- \cdot A_T^\text{old} \cdot K^T
\]

\[
\cdot (I_m + K \cdot A_{\text{old}} \cdot \Sigma_- \cdot A_T^\text{old} \cdot K^T)^{-1}
\]

\[
\cdot K \cdot A_{\text{old}} \cdot \Sigma_+ = \Sigma_+ - \Sigma_- \cdot A_T^\text{old}
\]

\[
\cdot K^T \cdot G^{-1} \cdot K \cdot A_{\text{old}} \cdot \Sigma_-
\]

with

\[
G \triangleq I_m + K \cdot A_{\text{old}} \cdot \Sigma_- \cdot A_T^\text{old} \cdot K^T = I_m + K^T A
\]

\[
\cdot \Sigma_+^T \cdot (A^T)^T \cdot K^T = I_m + K_1 \cdot \Sigma_+^T \cdot K_1^T
\]

\[
K_1 \triangleq K^T A
\]

where \( K_1 \) are non-zero columns from \( A_{\text{old}} \) projected outside of vector space that is spanned by columns in \( A_{\text{new}} \). In other words, \( K_1 \) contains information from \( A_{\text{old}} \) that is not contained within \( A_{\text{new}} \).

Then \( \Sigma^M, Y_{\text{old}} \) can be calculated by retrieving from \( \Sigma^\text{old} \) rows and columns that belong to variables \( Y_{\text{old}} \):

\[
\Sigma^M, Y_{\text{old}} = \Sigma^M, Y_{\text{old}} - \Sigma^M, Y_{\text{old}} \cdot A_T^\text{old} \cdot K^T \cdot G^{-1}
\]

\[
\cdot K \cdot A_{\text{old}} \cdot \Sigma_+ \cdot Y_{\text{old}} \cdot \Sigma_+ \cdot Y_{\text{old}}^T \cdot G^{-1}
\]

\[
\cdot [K \cdot A_{\text{old}} \cdot \Sigma_- \cdot Y_{\text{old}}]
\]

\[
= \Sigma^M, Y_{\text{old}} - [K^T \cdot \Sigma_+ \cdot Y_{\text{old}}]^T \cdot G^{-1} \cdot [K^T \cdot \Sigma_+ \cdot Y_{\text{old}}]
\]

\[
= \Sigma^M, Y_{\text{old}} - [K_1 \cdot (\Sigma_+^T \cdot Y_{\text{old}})]^T \cdot G^{-1} \cdot [K_1 \cdot (\Sigma_+^T \cdot Y_{\text{old}})]
\]

\[
= \Sigma^M, Y_{\text{old}} - B \cdot G^{-1} \cdot B^T
\]

where

\[
B \triangleq \Sigma_- \cdot K_1^T = \Sigma_- \cdot (A^T) \cdot K
\]

\[
\Sigma(Y_{\text{old}}, Y_{\text{new}}) : \text{Method 1}
\]

Using the block-wise matrix inversion again we know that \( \Sigma^\text{cross} \) from (73) is equal to

\[
\Sigma^\text{cross} = - (A_+ + A_T^\text{old} \cdot A_{\text{old}})^{-1} \cdot A_T^\text{old} \cdot A_{\text{new}}
\]

\[
\cdot (A_{\text{new}} \cdot C^{-1} \cdot A_{\text{new}})^{-1}
\]

\[
= - (\Sigma_+ - \Sigma_- \cdot A_T^\text{old} \cdot C^{-1} \cdot A_{\text{old}} \cdot \Sigma_-)
\]

\[
\cdot A_T^\text{old} \cdot A_{\text{new}} \cdot (A_{\text{new}} \cdot C^{-1} \cdot A_{\text{new}})^{-1}
\]

\[
+ \Sigma_- \cdot A_T^\text{old} \cdot C^{-1} \cdot A_{\text{old}} \cdot \Sigma_- \cdot A_T^\text{old} \cdot A_{\text{new}}
\]

\[
\cdot (A_{\text{new}} \cdot C^{-1} \cdot A_{\text{new}})^{-1}
\]

\[
= \Sigma_- \cdot A_T^\text{old} \cdot [C^{-1} \cdot A \cdot \Sigma_-^T \cdot (A^T) - I_m] \cdot A_{\text{new}}
\]

\[
\cdot (A_{\text{new}} \cdot C^{-1} \cdot A_{\text{new}})^{-1}
\]

where matrix \( C \) is defined in (75).

Then \( \Sigma(Y_{\text{old}}, Y_{\text{new}}) \) can be calculated by retrieving from \( \Sigma^\text{cross} \) the entries that correspond to \( Y_{\text{old}} \) rows and \( Y_{\text{new}} \) columns:

\[
\Sigma(Y_{\text{old}}, Y_{\text{new}}) = \Sigma(Y_{\text{old}}, Y_{\text{new}}) \cdot [C^{-1} \cdot A \cdot \Sigma_-^T \cdot (A^T) - I_m]
\]

\[
\cdot A_{\text{new}} \cdot (A_{\text{new}} \cdot C^{-1} \cdot A_{\text{new}})^{-1}
\]

\[
= \Sigma_-^T \cdot (A^T) \cdot [C^{-1} \cdot A \cdot \Sigma_-^T \cdot (A^T) - I_m]
\]

\[
\cdot A_{\text{new}} \cdot P
\]

\[
\text{where matrix } P \text{ is defined in (78).}
\]

\[
\Sigma(Y_{\text{old}}, Y_{\text{new}}) : \text{Method 2}
\]

Using another form of block-wise matrix inversion, \( \Sigma^\text{cross} \) from (73) is equal to

\[
\Sigma^\text{cross} = - [\Sigma_- - \Sigma_- \cdot A_T^\text{old} \cdot K^T \cdot G^{-1} \cdot K \cdot A_{\text{old}} \cdot \Sigma_-]
\]

\[
\cdot A_T^\text{old} \cdot A_{\text{new}} \cdot (A_{\text{new}} \cdot A_{\text{new}})^{-1}
\]

\[
= [\Sigma_- - \Sigma_- \cdot A_T^\text{old} \cdot K^T \cdot G^{-1} \cdot K \cdot A_{\text{old}} \cdot \Sigma_- \cdot A_T^\text{old}]
\]

\[
\cdot A_{\text{new}} \cdot (A_{\text{new}} \cdot A_{\text{new}})^{-1}
\]

\[
= [\Sigma_- - \Sigma_- \cdot A_T^\text{old} \cdot K^T \cdot G^{-1} \cdot K \cdot A_{\text{old}} \cdot \Sigma_- \cdot A_T^\text{old} - \Sigma_- \cdot A_T^\text{old}]
\]

\[
\cdot A_{\text{new}} \cdot F
\]

\[
= [\Sigma_- - \Sigma_- \cdot A_T^\text{old} \cdot K^T \cdot G^{-1} \cdot K \cdot A_{\text{old}} \cdot \Sigma_- \cdot A_T^\text{old}]
\]

\[
\cdot A_{\text{new}} \cdot F
\]

where matrix \( F \) is defined in (81).
Then \( \Sigma_+^{\text{old}, \text{new}} \) can be calculated by retrieving from \( \Sigma_+^{\text{new}} \) the entries that correspond to \( Y_{\text{old}} \) rows and \( Y_{\text{new}} \) columns:

\[
\Sigma_+^{\text{old}, \text{new}} = [\Sigma_-^{\text{old}, \cdot} \cdot A_{\text{old}}^{\cdot} \cdot K^T \cdot G^{-1} \cdot K^T \cdot A_{\text{new}}^{\cdot} \cdot \Sigma_-^{\cdot}]
\cdot (A_{\text{new}}^{\cdot})^T - \Sigma^{\text{old}, \cdot} \cdot A_{\text{old}}^{\cdot} \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \·
\]

where matrix \( K_1 \) is defined in (84) and the identity matrix \( I_k \) has dimension \([ \mathcal{X} ] \).

Note that the columns inside information matrices do not have to be ordered in any particular way, and that the above-provided proof is correct for any ordering whatsoever.

### Appendix C. Proof of Lemma 3: Squared case

The squared case is a special instance of the rectangular case and, thus, we will use here the same setup as for the rectangular case. In other words, we use the partitioning that was defined in (69), (70), and (71).

In the squared case, we have that \( m = |\mathcal{X}_{\text{new}}| \) from which we can conclude that matrix \( A_{\text{new}} \) from (71) is a squared matrix. Then, matrix \( K \) from (26) is equal to a zero matrix:

\[
K = I_m - A_{\text{new}} \cdot (A_{\text{new}}^{\dagger} \cdot A_{\text{new}})^{-1} \cdot A_{\text{new}}^{\dagger} \cdot (A_{\text{new}}^{\dagger} \cdot A_{\text{new}})^{-1} \cdot A_{\text{new}}^{\dagger} = I_m - A_{\text{new}} \cdot (A_{\text{new}}^{\dagger} \cdot A_{\text{new}})^{-1} \cdot A_{\text{new}}^{\dagger} = 0
\]

Further, matrices \( K_1 \) and \( B \) from (27) and (28) contain only zeros, and \( \Sigma_{M,T}^{\text{old}} \) is equal to

\[
\Sigma_{M,T}^{\text{old}} = \Sigma_{M,T}^{\text{old}} - B \cdot G^{-1} \cdot B^{\dagger} = \Sigma_{M,T}^{\text{old}}
\]

Next, \( \Sigma_{\text{new}} \) from (77) can be calculated as

\[
\Sigma_{\text{new}} = (A_{\text{new}}^{\dagger})^{-1} \cdot A_{\text{new}}^{\dagger} \cdot C \cdot (A_{\text{new}}^{\dagger})^{-1}
\]

and \( \Sigma_{M,T}^{\text{new}} \) is equal to

\[
\Sigma_{M,T}^{\text{new}} = [A_{\text{new}}^{\dagger} \cdot (Y_{\text{new}}^{\dagger})] \cdot C \cdot (A_{\text{new}}^{\dagger})^{-1} \cdot (Y_{\text{new}}^{\dagger})^{\dagger} = A_{\text{new}}^{\dagger} \cdot C \cdot A_{\text{new}}^{\dagger}
\]

and can be efficiently calculated through the Matlab backslash operator:

\[
A_{I_Y} = A_{\text{new}} \backslash (I_{Y_{\text{new}}})
\]

Next, we can reduce (31) to

\[
\Sigma_+^{\text{old}, \text{new}} = \Sigma^C \cdot [K^T \cdot G^{-1} \cdot K^T \cdot \Sigma_- - I_k] \cdot (A_{\text{new}}^{\dagger})^T \cdot A_{\text{new}} \cdot F(\cdot, Y_{\text{new}})
\]

Appendix D. Proof of Lemma 4: relinearization case

As we saw in (40), the information update here has the following form:

\[
A_{+} = A_{-} + B^{\dagger} \cdot B, \quad B \triangleq \left( \begin{array}{c} iA_{-} \\ A_{+} \end{array} \right)
\]

First, denote by \( iA_{-} \) the non-zero columns of \( A_{-} \) and by \( iA_{+} \) the non-zero columns of \( A_{+} \) (note that indices of such matrices are the same in both \( A_{-} \) and \( A_{+} \)). Next, apply Lemma 1 as follows:

\[
\Sigma_{M,Y}^{+} = \Sigma_{Y}^{T} - V \cdot C^{-1} \cdot V^{\dagger}, \quad V \triangleq \Sigma^C \cdot (iB)^{\dagger},
\]

\[
C \triangleq I_{m} + iB \cdot \Sigma_{-}^{\dagger} \cdot (iB)^{\dagger}, \quad iB \triangleq \left( \begin{array}{c} iA_{-} \\ iA_{+} \end{array} \right)
\]

where \( \Sigma_{-}^{\dagger} \) is the prior marginal covariance of variables \( iX \) involved in the relinearized factors \( F_R \);

\( \Sigma_{Y}^{T} = \Sigma_{M,Y}^{+} \) is the prior marginal covariance of variables \( Y \);

\( \Sigma^C \) is the cross-covariance between \( Y \) and \( X^T \).

Next we can see that

\[
C = I_{m} + \left( \begin{array}{c} iA_{-} \\ A_{+} \end{array} \right) \cdot \Sigma_{-} \cdot \left( \begin{array}{c} iA_{-}^{\dagger} \\ (iA_{+})^{\dagger} \end{array} \right)^{\dagger}
\]

\[
= \left( \begin{array}{c} A_{-}^{\dagger} \cdot \Sigma_{-} \cdot (iA_{-})^{\dagger} + iA_{-} \cdot \Sigma_{-} \cdot (iA_{+})^{\dagger} \\ A_{+}^{\dagger} \cdot \Sigma_{-} \cdot (iA_{-})^{\dagger} + iA_{+} \cdot \Sigma_{-} \cdot (iA_{+})^{\dagger} \end{array} \right)
\]

where

\[
A_{I_Y} \triangleq \left( \begin{array}{c} iA_{1}^{\dagger} \\ iA_{2}^{\dagger} \end{array} \right)
\]

Next we can reduce (31) to
where \( I \) is the identity matrix of appropriate dimension. Note that while \( C_{11} \) can sometimes not be a positive-definite (PD) matrix, \( C_{22} \) is always PD and therefore is invertible.

Next, we use a block-wise inversion in order to calculate \( C^{-1} \):

\[
C^{-1} = \begin{pmatrix}
C_{11}^{-1} & C_{12}^{-1} \\
C_{12}^{-T} & C_{22}^{-1}
\end{pmatrix}
\]

Using the above notation we can see that

\[
\begin{align*}
\left(\begin{array}{c}
\Sigma_{11}^T \\
\Sigma_{12}^T
\end{array}\right) &= \left(\begin{array}{c}
\Sigma_{33}^T \\
\Sigma_{34}^T
\end{array}\right) \\
&= \left(\begin{array}{c}
\Sigma_{33}^T \\
\Sigma_{34}^T
\end{array}\right)
\end{align*}
\]

where \( chol(\cdot) \) represents Cholesky decomposition, which returns an upper triangular matrix, and \( \backslash \) is the backslash operator from Matlab syntax \( (A/B = A \cdot B^{-1}) \).

It can be clearly seen that

\[
M_2 \cdot M_2^T = (\Sigma_{11}^T + \Sigma_{12}^T)^{-1} \cdot (\Sigma_{11}^T + \Sigma_{12}^T)^{T}
\]

Using matrices \( M_2 \) and \( G \), we can rewrite an expression for \( (\Sigma_{11}^T)^{-1} \) as

\[
(\Sigma_{11}^T)^{-1} = \begin{pmatrix}
\Sigma_{11}^T \\
\Sigma_{12}^T
\end{pmatrix}
\]

with \( M_1 \cdot M_1^T \) being equal to

\[
(\Sigma_{11}^T)^{-1} = \begin{pmatrix}
\Sigma_{11}^T \\
\Sigma_{12}^T
\end{pmatrix}
\]

By combining the above equation with (99) we can conclude that

\[
\Sigma_{11}^T = \Sigma_{11}^T - \Sigma_{12}^T \cdot \left(\begin{array}{c}
\Sigma_{11}^T \\
\Sigma_{12}^T
\end{array}\right)
\]

Note that the columns inside information matrices do not have to be ordered in any particular way, and that the above-provided proof is correct for any ordering whatsoever.

Kopitkov

\[
\begin{align*}
J &= M_2 \cdot M_2^T - M_1 \cdot M_1^T = M \cdot M^T, \\
M &= (iM_1 \cdot M_2)
\end{align*}
\]

\[
\begin{align*}
M_2 &= (\Sigma_{11}^T)^{-1} \cdot (\Sigma_{12}^T)^{-1} \\
G &= M_2 \cdot \Sigma_{12}^T \cdot (\Sigma_{11}^T)^{-1}
\end{align*}
\]
Appendix E. Sum of information gains

Consider action \( a \) with increment \( I(a) = \{F_{\text{new}}, X_{\text{new}}\} \). Further, consider specific partitioning of \( a \) into sub-actions \( a = \{a'_1, \ldots, a'_k\} \) where each sub-action \( a'_i \) has increment \( I_i(a'_i) = \{F_i, X_i, X_{i, \text{new}}\} \). The factor sets \( F_i, X_{i, \text{new}} \) are disjoint, so are the new variable sets \( X_i, X_{i, \text{new}} \). In addition, for proper action partitioning we will have \( \bigcup_{i=1}^{k} F_i, X_{i, \text{new}} = F_{\text{new}} \) and \( \bigcup_{i=1}^{k} X_i, X_{i, \text{new}} = X_{\text{new}} \).

Next, we will prove that the IG of \( a \) is equal to sum of IGs of sub-actions \( a'_i \) in the unfocused scenario. A similar proof can also be shown for focused BSP.

The unfocused IG of action \( a \) by definition is

\[
J_{IG}(a) = \mathcal{H}(b[X_\text{new}]) - \mathcal{H}(b[X_\text{old}])
\]

(118)

where \( b[X_\text{new}] \) is a prior belief before applying action \( a \), and \( b[X_\text{old}] \) is a posterior belief after applying it.

In addition, denote the posterior belief of each sub-action \( a'_i \) as \( b_i[X_i, +] \). When applying sub-actions consecutively in sequence, belief propagation will have the following form:

\[
b[X_-] \Rightarrow b_1[X_1, +] \Rightarrow b_2[X_2, +] \Rightarrow \cdots \Rightarrow b_{k-1}[X_{k-1}, +] \Rightarrow b[X_+]
\]

(119)

Then, the IG of each sub-action is equal to

\[
J_{IG}(a'_1) = \mathcal{H}(b[X_-]) - \mathcal{H}(b_1[X_1, +])
\]

\[
J_{IG}(a'_2) = \mathcal{H}(b_1[X_1, +]) - \mathcal{H}(b_2[X_2, +])
\]

\[
\vdots
\]

\[
J_{IG}(a'_{k-1}) = \mathcal{H}(b_{k-2}[X_{k-2}, +]) - \mathcal{H}(b_{k-1}[X_{k-1}, +])
\]

\[
J_{IG}(a'_k) = \mathcal{H}(b_{k-1}[X_{k-1}, +]) - \mathcal{H}(b[X_+])
\]

(119)

and sum of these IGs is equal to

\[
\sum_{i=1}^{k} J_{IG}(a'_i) = \mathcal{H}(b[X_-]) - \mathcal{H}(b[X_+]) = J_{IG}(a)
\]

(120)