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Hypotheses Disambiguation in Retrospective
Ohad Shelly and Vadim Indelman , Member, IEEE

Abstract—Robust perception is a key required capability in
robotics and AI when dealing with scenarios and environments
that exhibit some level of ambiguity and perceptual aliasing. In
this work we consider such a setting and contribute a framework
that enables to update probabilities of externally-defined data asso-
ciation hypotheses from some past time with new information that
has been accumulated until current time. In particular, we show
appropriately updating probabilities of past hypotheses within this
smoothing perspective potentially enables to disambiguate these
hypotheses even when there is no full disambiguation of the mixture
distribution at the current time. Further, we develop an incremental
algorithm that re-uses hypotheses’ weight calculations from previ-
ous steps, thereby reducing computational complexity. In addition
we show how our approach can be used to enhance current-time
hypotheses pruning, by discarding corresponding branches in the
hypotheses tree. We demonstrate our approach in simulation, con-
sidering an extremely aliased environment setting.

Index Terms—Localization, mapping, SLAM.

I. INTRODUCTION

AUTONOMOUS navigation in uncertain or unknown envi-
ronments is essential in numerous applications in robotics,

such as search and rescue, autonomous cars, indoor navigation,
and surveillance. Once the robot operations take place in an
unknown or uncertain environments, the navigation process also
involves environment mapping. The corresponding problem,
known as simultaneous localization and mapping (SLAM), has
been extensively investigated [1] in the last two decades by
the robotics and computer vision communities. Computation-
ally efficient online solvers that exploit the underlying inherent
sparsity of the problem and re-use of calculations are readily
available [2]–[4].

Traditional SLAM approaches include two parts, commonly
known as the “front-end” and the “back-end”. The latter main-
tains and updates a belief over robot past and current states
(e.g. poses) and mapped environment given the available data at
each time instant. This data can include any prior information,
if exists, performed actions and captured sensor observations
with the corresponding data association (DA). The latter is
determined by the front-end process, and can be considered
as associating observed scenes (e.g. in terms of landmarks)
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from current and previous time instances. A correct association
between an observed landmark and a received measurement is
crucial for accurate inference.

A key common assumption is that the data association has
been correctly determined by the front-end. Such an assumption,
however, is less valid in presence of perceptual aliasing and
ambiguity. An incorrect data association can lead to catastrophic
results in inference/SLAM, e.g. the robot might deduce it is
located in an incorrect similar-looking corridor, while assuming
it is perfectly solved within planning can lead to sub-optimal ac-
tions, that could lead to collision and unsafe behavior, in general.

Relaxing the data association assumption would lead to robust
perception approaches that are much required while operating
in the real world [1], which typically exhibit some level of
perceptual aliasing. Yet, this involves reasoning about DA as
part of inference, and results in a set of hypotheses, where each
one is built by a possible landmark association to the given
measurement in hand. Such a formulation corresponds to a
multi-modal belief, that can be represented, e.g. by a Gaussian
mixture model (GMM) [5], [6].

While robust inference approaches have been actively inves-
tigated in the last few years, till now existing approaches have
dealt with relaxing the DA assumption while examining the state
distribution at the current time instant. Moreover, except of [7],
typically calculations are done from scratch for each time step,
without calculation re-use.

In contrast, in this work we propose the notion of hypotheses
disambiguation in retrospective, i.e. after more information has
been collected. Our approach enables to re-evaluate the proba-
bility of externally-defined, key strategic hypotheses from a past
time, given the information obtained up to the current time, while
accounting for the data association hypotheses developed since
that past time. See illustrations in Fig. 1. For example, these
hypotheses could refer to an observation of an important but
ambiguous event (e.g. did we observe scene/object A or B in the
past?). We propose to utilize data that has been obtained since
that time to update the posterior probabilities of these key past
hypotheses. We envision such a capability and the general con-
cept to be of interest in various contexts in robotics and beyond.

A. Related Work

In the past years the research community has been actively
investigating robust inference approaches to be resilient to false
data association overlooked by front-end algorithms, i.e. by
relaxing the assumption that the DA provided by front-end
algorithms is outlier-free. An early work on DA is joint prob-
ability data association (JPDA) by Fortman et al. [8] which
considers all possible DA options in the context of multi-target
tracking. Sunderhauf and Protzel [9] introduced the so called
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Fig. 1. (a) In this work we aim to calculate the probability of externally-
defined hypothesis from some past time k − p given the information that has
been obtained until current time k. In other words, we would like to calcu-
late wi

k−p|k = P(γk−p = i | Hk). The diagram illustrates, for simplicity, a
branching factor of two, i.e. each hypothesis branches at the next time into
two child hypotheses (e.g. due to obtained measurement with an ambiguous
data association). For instance, we might be interested in calculating the weight
wi=1

k−p|k , which corresponds to probability of the hypothesis indicated by the

blue node, given data until time k. (b) A toy example illustration of the general
concept from (a), where p = 1, the prior belief is a Gaussian Mixture with two
components, and upon performing an action the robot makes an observationzk of
one of two identical triangular landmarks. Due to ambiguous data association,
the number of components in the posterior belief at time k is four. Posterior
and propagated beliefs are denoted by solid and dashed lines, respectively. In
this single step update scenario we wish to re-evaluate at time k the weight of
hypothesis i from time k − 1, i.e. wi

k−1|k , given the observation zk .

switchable constraints to detect faulty loop closures that lead
to erroneous data association in back-end optimization. Ol-
son and Agarwal [10] proposed a robust approach that uses
max-mixture models. Carlone et al. [11] addressed the problem
from a different perspective, looking for a maximal coherent set
among the given loop closure candidates. Indelman et al. [12]
proposed a multi-robot framework for SLAM with ambiguous
data association. Wong et al. [13] presented a Dirichlet Process
Mixture Model (DPMM) for data association in partially ob-
served environments. More recently, optimization approaches
robust to outliers have been investigated in works such as [14],
[15]. Finally, [16] and [7] develop incremental optimization
approaches considering ambiguous data association.

A recent work by Pathak et al. [5] targets perceptual aliasing
by explicitly reasoning about and probabilistically maintaining
ambiguous DA hypotheses, in both inference and belief space
planning. In contrast to many of the works mentioned above,
it explicitly calculates the probability of different hypotheses,
i.e. weights of GMM components, rather than assuming these
to be identical. Tchuiev et al. [6] extend the passive infer-
ence formulation from [5] by utilizing semantic information
and viewpoint-dependent classifier models, as well as weight
pruning to reduce the number of DA hypotheses.

B. Contributions

While the above-mentioned approaches address inference
considering the (GMM) belief from the current time, we
investigate a complimentary aspect, namely, utilizing current
information to re-evaluate the probability of past, externally-
specified, DA hypotheses. Specifically, building upon [5], [6]
we develop a smoothing approach for updating the weights of

past GMM beliefs, while properly accounting for the ambiguous
data association hypotheses that have been acquired since then.

Specifically, our main contributions in this letter are as fol-
lows: (a) we introduce the problem of hypotheses disambigua-
tion in retrospective, which, to the best of our knowledge has
not appeared thus far in literature; (b) we develop a probabilistic
approach to update the probability of selected past hypotheses
considering a smoothing formulation, while properly accounting
for the ambiguous data association hypotheses that have been
acquired since that time; (c) we derive a scheme for calculation
re-use within this approach to reduce computational time; (d)
we enhance hypotheses pruning also at current time, by lever-
aging the proposed concept of past hypotheses re-evaluation in
retrospective and drawing a connection between hypotheses at
current time and the corresponding ancestor hypotheses; and (e)
we evaluate our approach in simulation considering an extremely
aliased environment comprising identical landmarks. This letter
is accompanied with supplementary material [17].

II. NOTATIONS AND PROBLEM FORMULATION

A. Notations

Letxk represent the robot current pose at timek, and denote by
Xk = {x0, x1, . . ., xk} all robot poses until that time. We define
uk and zk to be, respectively, the robot’s action and captured
observation at time k. Further, we represent the environment by
landmarks L = {li}|L|

i=1, and assume they are static and known.
We note that in case landmarks are uncertain, as in a typical
SLAM setting, the observed landmarks up to time k would
become part of the stateXk, and the formulation of our approach
can be straightforwardly adjusted to such a setting. We should
note, however, that such an extension will necessitate coping
with the inherent curse of dimensionality, which is outside the
scope of this letter. Furthermore, the concept presented in this
work is applicable also to other environment representations,
such as grid-based localization, as long as one can formulate the
corresponding data association hypotheses (see e.g. [5]).

Further, denote data association (DA) at time k by a discrete
latent variable βk, i.e. measurement zk is associated to landmark
(or object/scene) lβk=p, where p ∈ [1, |L|]. It is important to note
that in the general case of obtaining a number of measurements
in a single step, βk would have been addressed to as a vector
built from the landmarks associated to each measurement, as
done in [6].

We use motion and observation models

xk = g(xk−1, uk−1) + w , zk = h(xk, lβk
) + v, (1)

where w ∼ N (μw,Σw) and v ∼ N (μv,Σv). The process and
measurement covariance matrices, Σw and Σv , as well as the
functions g(.) and h(.) are assumed to be known.

Let history Hk represent all the robot’s actions and received
measurements till time k along with the set of known land-
marks L, Hk = {z1:k, u0:k−1, L}. Similarly, denote by H−

k
history without the received measurement at time k, H−

k =
{z1:k−1, u0:k−1, L}. The probability density function (pdf), the
belief, at time k over Xk is then given by,

b[Xk] = P (Xk | Hk). (2)

Since we consider ambiguous scenarios, one cannot assume
data association to be given and perfect. Similar to [5], [6], the
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number of hypotheses at time k, without yet considering pruning
or merging, is given by all possible realizations of the sequence
β1:k = {β1, . . . , βk}. For convenience we denote γk � β1:k,
and consider at time k to have Mk hypotheses, i.e. γk ∈ [1,Mk].
Thus, the ith hypothesis, i.e. γk = i, corresponds to a specific
sequence of β1:k.

Hence, by marginalization of (2) over γk, and chain rule,

b[Xk] =

Mk∑
i=1

P (γk = i|Hk)︸ ︷︷ ︸wi
k · P (Xk | γk = i,Hk)︸ ︷︷ ︸ bi[Xk],

(3)

where bi[Xk] and wi
k represent, respectively, the conditional

belief and the weight of the ith hypothesis at time k, and∑Mk

i=1 w
i
k = 1. Finally, we denote the propagated belief as the

belief conditioned on H−
k instead of Hk, i.e. without consid-

ering the measurement at the current time, zk. Similarly, a
propagated belief for the ith hypothesis is defined as bi−[Xk] =
P (Xk | γk = i,H−

k ).

B. Problem Formulation

In this work we wish to re-evaluate, in retrospective, the
probability of externally-specified hypothesis (or hypotheses)
from some past time, i.e. given new information acquired since
then. Specifically, we wish to re-evaluate a hypothesis weight
for a given γk−p = i. Thus, our goal is to calculate

wi
k−p|k � P (γk−p = i | Hk), (4)

where 1 ≤ p < k. In other words, in this work we investigate
a smoothing perspective considering discrete random variables
(data association hypotheses), which are, however, coupled with
continuous random variables (e.g. robot poses).

Another variant of this problem is to re-evaluate the proba-
bility of some past association, βk−p instead of a sequence of
associations γk−p ≡ β1:k−p. We consider this setting in Sec-
tion III-D.

We believe both problem variants can be of interest in different
contexts: For example, considering specific realizations of γk−p

may be useful in terms of localization, as each such realization
corresponds to a posterior over Xk, see (3); This is in contrast to
considering specific data association realizations from past time
k − p, i.e. βk−p, which can be of interest on its own.

To shorten notations in the sequel, we denote m � k − p and
re-write (4) as wi

m|k � P (γm = i | Hk).

III. APPROACH

A. Derivation of a General Formulation for wi
m|k

In this section we develop a general formulation for calculat-
ing (4). First, we perform Bayes rule considering the most recent
measurement, zk:

P (γm = i | Hk) =
P (zk | γm = i,H−

k )

P (zk | H−
k )

· P (γm = i | Hk−1)︸ ︷︷ ︸wi
m|k−1,

where we use, here and in the sequel, the fact
P (γm = i | Hk−1, uk−1) ≡ P (γm = i | Hk−1), i.e. the weights
of a GMM are not impacted by the motion model.

Considering wi
m|k−1, we now repeat the above process and

perform Bayes rule once again, which yields,

P (γm = i | Hk) =
P (zk | γm = i,H−

k )

P (zk | H−
k )

·

· P (zk−1 | γm = i,H−
k−1)

P (zk−1 | H−
k−1)

· P (γm = i | Hk−2)︸ ︷︷ ︸wi
m|k−2 (5)

It is not difficult to see that performing Bayes rule sequentially
in a similar fashion yields the following formulation:

wi
m|k =

[ ∏p−1
j=0 P (zk−j | γm = i,H−

k−j)∏p−1
j=0 P (zk−j | H−

k−j)︸ ︷︷ ︸
Ψm|k

]
· wi

m|m

(6)

Here, wi
m|m is the weight of the i-th GMM component at

time m, while Ψm|k is the update factor that is based on the data
obtained in the period [m+ 1, k]. Therefore, we need now to
calculate this term in order to get wi

m|k.
Since the denominator in (6) is not conditioned on γm = i,

its explicit calculation can be avoided. Instead, we first calculate
the numerator,

w̃i
m|k �

p−1∏
j=0

P (zk−j | γm = i,H−
k−j) · wi

m|m, (7)

for all i ∈ [1,Mm], i.e. all hypotheses from time m, and then
normalize as

wi
m|k = w̃i

m|k/
Mm∑
q=1

w̃q
m|k. (8)

Calculating (6) requires first computing the terms
P (zk−j | γm = i,H−

k−j) for all j ∈ [0, p− 1]. In the next
section we develop an approach to do so. Yet, naïvely, one
would calculate each of the above terms from scratch. In
contrast, in Section III-C, we derive an incremental version,
which re-uses calculations from previous steps.

B. Single Step Update, p = 1

We start with the simplest case of a single step update, i.e. p =
1 and m = k − 1, as illustrated in fig 1(b). In this case, the
un-normalized weight from (7) is given by

w̃i
m|k = P (zk|γm = i,H−

k ) · wi
m|m. (9)

To calculate P (zk|γm = i,H−
k ) we marginalize over robot

pose at time k and all the possible landmark associations βk for
the measurement zk. Applying chain rule yields

P (zk|γm = i,H−
k )=

|L|∑
g=1

∫
xk

P (zk|βk = g, xk, γm = i,H−
k )·

·P (βk = g | xk, lg) · P (xk | γm = i,H−
k )︸ ︷︷ ︸

bi−m [xk]

dxk,

(10)

where P (βk = g|xk, γm = i,H−
k ) ≡ P (βk = g | xk, lg) indi-

cates the probability of observing the landmark lg from robot
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pose xk. Here, and throughout the letter, we use �i
m to indicate

conditioning on γm = i.
We reiterate that, while in this letter we assume landmarks are

known, in case landmarks are uncertain and part of the belief, we
would need to also marginalize over them in (10). Furthermore,
for simplicity in this work we model P (βk = g | xk, lg) as a
uniform distribution with some finite support Ωlg (i.e. only for
certain viewpoints, a given landmark is within sensor’s field of
view), and re-write (10) as

P (zk|γm = i,H−
k )

=

|L|∑
g=1

1

|Ωlg |
∫
xk∈Ωlg

P (zk | lg, xk)b
i−
m [xk]dxk. (11)

Since an analytical solution is not feasible, we resort to a
sampling based approach and approximate (11) considering a
set of {xn,i

k }Sn=1 sampled values from bi−[xk], with S denoting
the number of samples:

P (zk|γm = i,H−
k )≈

1

S

S∑
n=1

|L|∑
g=1

1

|Ωlg |
P (zk|lg, xn,i

k )1Ωlg
(xn,i

k ),

(12)
where 1Ωlg

(x) is an indicator function, indicating if landmark
lg is within sensor’s field of view from pose x.

Finally we calculate wi
k−1|k via normalization as in (8).

C. Multiple Steps Incremental Calculation of wi
m|m+p

In the previous section we addressed the calculation of a single
step update considering p = 1. In this section we consider the
general case of 1 ≤ p < k, as illustrated in Fig. 1(a), and develop
a formulation to calculate the terms P (zk−j | γm = i,H−

k−j)

from (6) for all j ∈ [0, p− 1]. While a naïve approach would
calculate each of these terms from scratch, we develop an
incremental version that allows to re-use calculations between
different values of j.

We start by considering j = p− 1 and j = p− 2, and then
discuss calculations for a general j ∈ [0, p− 1].

1) j = p− 1: The corresponding term in (6) for j = p− 1
is P (zm+1|γm = i,H−

m+1). One can observe this is identical to
the single step update case considered in Section III-B, yet here
we consider a single step fromm = k − p. Therefore, following
a similar process we generate a set of samples {xn,i

m+1}Sn=1 from
the propagated belief bi−m [xm+1],

bi−m [xm+1] � P (xm+1 | H−
m+1, γm = i), (13)

and approximate P (zm+1|γm = i,H−
m+1) as

1

S

S∑
n=1

|L|∑
g=1

1

|Ωlg |
P (zm+1|lg, xn,i−

m+1)1Ωlg
(xn,i

m+1), (14)

which corresponds to (12). Note that for this first step, i.e. j =
p− 1, bi−m [xm+1] is a Gaussian distribution.

To shorten notations in the following sections, we denote

f(x, z) � 1

S

|L|∑
g=1

1

|Ωlg |
P (z|lg, x)1Ωlg

(x). (15)

Intuitively, f(x, z) represents the probability of obtaining a
given measurement z from robot pose x considering all possible
data associations to the |L| landmarks.

Finally, substituting (15) into (14) yields

P (zm+1 | γm = i,H−
m+1) ≈

S∑
n=1

f(xn,i
m+1, zm+1). (16)

2) j = p− 2: We now consider calculation of the term
P (zm+2 | γm = i,H−

m+2) from (6).
Similarly to (11), performing marginalization and chain rule,

yields
|L|∑
g=1

1

|Ωlg |
∫
xm+2∈Ωlg

P (zm+2 | lg, xm+2)b
i−
m [xm+2]dxm+2,

(17)

where, as in (13), bi−m [xm+2] � P (xm+2 | H−
m+2, γm = i).

Performing chain and Bayes rules, marginalizing over xm+1

and data association hypotheses for zm+1 yields

bi−m [xm+2] =
1

ηim+1

|L|∑
g=1

1

|Ωlg |
∫
xm+1∈Ωlg

P (xm+2 | xm+1, um+1)

·P (zm+1 | lg, xm+1)b
i−
m [xm+1]dxm+1,

(18)

where ηim+1 � P (zm+1 | H−
m+2, γm = i).

In practice, we approximate bi−m [xm+2] and ηim+1 via sam-
pling, considering S samples from bi−m [xm+1]:

bi−m [xm+2] ≈
S∑

n=1

ζn,im+1P (xm+2 | xn,i
m+1, um+1), (19)

and

ζn,im+1 � f(xn,i
m+1, zm+1)/η̂

i
m+1, (20)

with η̂im+1 �
∑S

n=1 f(x
n,i
m+1, zm+1), such that

∑S
n=1 ζ

n,i
m+1 =

1. Note, the set of samples {xn,i
m+1} from bi−m [xm+1] was already

obtained from section III-C1.
Further, observe that bi−m [xm+2] from (19) corresponds to a

mixture belief over xm+2, where each of the samples xn,i
m+1

from the previous step is propagated via the transition model
(1). Thus, in context of Sequential Monte Carlo (SMC), this
corresponds to the bootstrap particle filter [18], i.e. where the
proposal distribution is chosen to be transition model. Yet, here
we also account for ambiguous data association aspects. Thus,
as we consider in this work Gaussian models (1), bi−m [xm+2] is
a GMM belief with S components, where ζn,im+1 is the weight of
the nth component.

Note that in (19) and (20) we have f(xn,i
m+1, zm+1). Instead

of calculating it from scratch considering samples xn,i
m+1 from

the propagated belief bi−m [xm+1], our key observation is that it is
already available from the calculations for j = p− 1, see (16).

As before, we approximate the integral in (17) by generating
a set {xn,i

m+2}Sn=1 of S samples from the GMM bi−m [xm+2] from
(19), thus approximating P (zm+2 | γm = i,H−

m+2) as

1

S

|L|∑
g=1

1

|Ωlg |
S∑

n=1

P (zm+2 | lg, xn,i
m+2)1Ωlg

(xn,,i
m+2), (21)
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which, recalling the definition (15), can be finally written as

P (zm+2 | γm = i,H−
m+2)≈

S∑
n=1

f(xn,i
m+2, zk+2)� η̂im+2.

(22)

3) General Case: We are now in a position to calculate
P (zm+j | γm = i,H−

m+j) for the general case. This is stated
in the following Theorem.

Theorem 1: The expression for P (zm+j | γm = i,H−
m+j)

from (6) for any j ∈ [2, p− 1] is given by,

P (zm+j | γm = i,H−
m+j) ≈

S∑
n=1

f(xn,i
m+j , zm+j) � η̂im+j .

(23)

A detailed proof via induction is given in the Supplemen-
tary [17]. Informally, as in (17), P (zm+j | γm = i,H−

m+j) can
be written as

|L|∑
g=1

1

|Ωlg |
∫
xm+j∈Ωlg

P (zm+j | lg, xm+j)b
i−
m [xm+j ]dxm+j ,

(24)

where bi−m [xm+j ] is a GMM of S components,

bi−m [xm+j ]
.
=

S∑
n=1

ζn,im+j−1P (xm+j | xn,i
m+j−1, um+j−1), (25)

where, similar to (20),

ζn,im+j−1 � f(xn,i
m+j−1, zm+j−1)/η̂

i
m+j−1, (26)

with η̂im+j−1 �
∑S

n=1 f(x
n,i
m+j−1, zm+j−1).

The next step is to approximate the integral in (24) via
sampling from the GMM bi−[xm+j ], which yields (23).

Similarly to Section III-C2, calculation re-use can be per-
formed also for the general case considered here. To see that, note
the set of samples {xn,i

m+j−1}Sn=1, as well as the corresponding

values f(xn,i
m+j−1, zm+j−1) and ηim+j−1 are already available

to us from calculations performed for the previous step, i.e. for
j − 1, and thus can be conveniently re-used. In contrast, in the
naive approach, one would have to re-sample the entire chain
from scratch, i.e. starting with m+ 1 and until m+ j − 1.

4) Final Calculation of Ψm|k: Based on (7), the the un-
normalized weight w̃i

m|k is

w̃i
m|k ≈

p−1∏
j=0

η̂ik−j · wi
m|m. (27)

As mentioned in Section III-A, calculating the normalized
weightwi

m|k can be done via (8), which requires to first calculate
w̃q

m|k for all hypotheses from time instant m, i.e. ∀q ∈ [1,Mm].

D. Re-Evaluation in Retrospective of a Specific Data
Association Hypothesis

In a similar manner, we can also consider a specific data
association hypothesis βk−p = c from some past time k − p,
with c ∈ [1, |L|], rather than a sequence of data association hy-
potheses γk−p ≡ β1:k−p = i as done above. Note i ∈ [1,Mk−p];
without pruning Mk−p = |L|k−p.

Indeed, by marginalizing over γk−p−1 ≡ β1:k−p−1 we get

P (βk−p = c |Hk) =

Mk−p−1∑
l=0

P (βk−p = c, β1:k−p−1 = l |Hk).

(28)
However, recall γk−p ≡ β1:k−p, which can assume Mk−p =

Mk−p−1 · |L| values. Further, the probability for the ith realiza-
tion of γk−p conditioned on Hk, i.e. wi

k−p|k with i ∈ [1,Mk−p],
is given by (6).

We now observe the index i designates a combination of some
specific realization l of γk−p−1 ≡ β1:k−p−1 and some specific
realization r of βk−p. We shall denote these specific realizations
for a given i as i.l and i.r, respectively (standing for left and
right).

Recall that wi
k−p is available for any i ∈ [1,Mk−p] from (6),

see Section III-C4. Based on (28), we get

P (βk−p = c |Hk) =

Mk−p∑
i=1

wi
k−p|k1{c}(i.r), (29)

i.e. we sum only those realizations of γk−p that consider the cth
data association from time k − p.

E. Enhanced Pruning of Hypotheses At Current Time

Another immediate implication of our framework is the ability
to enhance hypotheses pruning at current time. In detail, consider
we re-evaluated in retrospective hypotheses i ∈ [1,Mm] from
past timem = k − p, i.e.wi

k−p|k, as discussed in Section III-C4.
Then, considering some user-specified pruning threshold th, for
anywi

k−p|k < thwe can prune also all its descendant hypotheses
at time k.

More formally, considering the jth hypothesis at time k with
j ∈ [1,Mk], i.e. γk ≡ β1:k = j, we again observe that index j
designates a combination of some specific realization of β1:k−p

and some specific realization of βk−p+1:k. In a similar fashion
to Section III-D, we shall denote these realizations for a given
j as j.l and j.r, respectively (standing for left and right). Then,
for any wi

k−p|k < th we can prune all hypotheses j ∈ [1,Mk]

from current time k that satisfy j.l = i. In other words, each
hypothesis j ∈ [1,Mk] is pruned if its ancestor hypothesis from
time k − p, with index j.l is below the pruning threshold th. The
updated hypotheses’ weights are therefore

w̃j
k

.
= wj

k · 1{j.l}(w
j.l
k−p|k > th). (30)

In order to retrieve a valid GMM the weights should be re-
normalized to sum to one, i.e.wj

k
.
= w̃j

k/
∑Mk

j=1 w̃
j
k, and the zero-

weight (pruned) hypotheses discarded.
We note that, in general, a hypothesis j pruned this way may

be above a pruning threshold, i.e. wj
k > th, and thus would

not be pruned without re-evaluating its ancestor hypothesis in
retrospective, as suggested herein. We demonstrate this aspect
in the results section.

F. Computational Complexity Aspects and Algorithm

Calculating wi
m|k involves computation of the unweighted

weights w̃q
m|k, using (27), for each of the Mm hypotheses from

time instant m, and then normalization via (8). For each given
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Algorithm 1: wi
m|k Calculation.

1: Inputs:
2: Hk: History at time k
3: b[Xm]: GMM belief at time m = k − p
4: i: hypothesis index from time m = k − p
5: for q=1:Mm do
6: Calculate w̃q

m|k using Algorithm 2.
7: end for
8: � Normalization via (8)
9: wi

m|k = w̃i
m|k/

∑Mm

q=1 w̃
q
m|k

10: return wi
m|k

q ∈ [1,Mm], following (27), this involves calculating η̂qk−j for
all j ∈ [0, p− 1], i.e. from η̂qk−p+1 ≡ η̂qm+1 until η̂qk ≡ η̂qm+p.

In the naïve approach, such calculations are performed from
scratch for each η̂qk−j . In other words, as described in previous
sections, this involves sequentially sampling the beliefs from
time instances k until k − j, for each j ∈ [0, p− 1]. Assuming
the same number of samples is taken at each time, for a given j,
with j ∈ [0, p− 1], this operation involves generatingS samples
j times. Hence, evaluating (27) is

S︸︷︷︸
j=p−1

+ 2 · S︸︷︷︸
j=p−2

+. . .+p · S︸︷︷︸
j=0

=
(1 + p) · p

2
· S ∈ O(p2S).

As this evaluation has to be performed Mm times, the overall
complexity of the naïve approach is O(p2SMm).

In contrast, our approach uses calculations in a recursive form,
therefore we only need N samples for every calculation of ηqk−j .
Thus, evaluating (27) is

S︸︷︷︸
j=p−1

+ S︸︷︷︸
j=p−2

+ . . .+ S︸︷︷︸
j=0

= p · S ∈ O(p · S),
and the corresponding overall complexity of our approach is
O(pSMm), i.e. one order of magnitude smaller in p than the
naïve approach.

Algs. 1 and 2 summarize our approach from Section III-C.

IV. EXPERIMENTS

In this section we examine our proposed algorithm in simula-
tion considering an extremely perceptually aliased environment
comprising |L| = 8 identical spatially scattered static known
landmarks. Our simulations are based on the GTSAM library [3]
with a Matlab wrapper.

The robot acquires relative pose observations to landmarks
during its motion, yet the data association is not assumed to be
externally provided, i.e. it is unknown which landmark gener-
ated each observation. Two scenarios of 5 and 10 time steps
and differently scattered landmarks are considered, as shown
in Figs. 2(a) and 3(a). In both cases, the robot starts with a
uni-modal Gaussian prior belief on its initial location, b[X0]
and performs a pre-defined trajectory.

Algorithm 2: w̃i
m|k Calculation With Computation Re-use.

1: Inputs:
2: Hk: History at time k
3: b[Xm]: GMM belief at time m = k − p
4: q: hypothesis index from time m = k − p
5: for j = 1 : p do
6: if j = 1 then
7: Sample set {xn,q

m+1}Sn=1 from bq−m [xm+1], see
Section III-C1

8: else
9: Reuse {ζn,qm+j−1}Sn=1 to form a GMM belief

bq−m [xm+j ] from (25)
10: Sample set {xn,q

m+j}Sn=1 from bq−m [xm+j ]
11: end if
12: Calculate η̂qm+j using samples {xn,q

m+j}Sn=1 as shown
in (23).

13: Calculate weights {ζn,qm+j}Sn=1 via (26) for sample
set {xn,q

m+j}Sn=1

14: end for
15: Calculate and return w̃q

m|k via (27):

We use a diagonal process covariance matrix Σw with stan-
dard deviation (std) of position of 0.5 meters and std of orien-
tation of 10−3 radians. The measurement covariance matrix Σv

is also diagonal with position std of 0.48 meters and orientation
std of 0.87 · 10−2 radians.

Figs. 2 and 3 show the results for both scenarios. At each time
step k, following [5], [6], we update the belief from the previous
time with the performed action and acquired observation with
unknown data association, producing b[Xk] from (3). For each
case, we show in Figs. 2(b)–(d) and 3(b)–(d) the corresponding
posterior GMM belief, shown in blue at specific time instances
of interest.

Theoretically, the number of GMM components, grows ex-
ponentially according to the recursion Mk = Mk−1 · |L|. How-
ever, we prune components with negligible weights and show
only the remaining components. Further, similarly to [5], [6], we
occasionally merge sufficiently similar components, as shown
in Figs. 3(d) and 2(d). We use the notation �̃ to denote the belief
and components’ weights after merging.

Given the above, in both scenarios we consider the ith data
association hypothesis from time instant 1, and execute Algo-
rithm 1 to re-evaluate its probability in retrospective, i.e. given
current time is k we calculate wi

1|k. For each step in our weight
update we take a set of S = 1000 samples from the GMM
created via (25). In our current implementation, samples are
taken globally from the entire GMM, where the number of
samples per each component is determined according to the
GMM weights distribution.

The results for the first and second scenarios are shown,
respectively, in Figs. 2(e) and 3(e). In both cases we can see
that at k = 1 we lack the ability to disambiguate between
the hypotheses, however when using the information up to
time k = 5 and k = 10 respectively, we can perform full
disambiguation according to the updated weight distribution,
via w1|k where k ∈ [5, 10].
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Fig. 2. First scenario: (a) Five-step ground truth trajectory, an initial prior belief P(X0), and known identical landmarks. (b) b[Xk=1] is a GMM with five
components. We choose this point as our ”re-evaluation” point, where we test our algorithm. The hypothesis marked in green, states the correct hypothesis
generated from the landmark associated to the given measurement. Notice that the bolder lines correspond to a higher weight of the hypothesis. (c) GMM belief at
k = 5; we should note that the number of components doesn’t increase from the “re-evaluation” point as a result of pruning. (d) The belief at k = 5 after merging,
which reduces the number of hypotheses to M5 = 2. (e) The calculated weight distribution at time k = 1 given the gathered information up to time k = 1 (see
(b)), and given information up to time k = 5. The green circle marks the weight of the correct hypothesis as shown in (b). (f) Run-Time in seconds of wi

k−4|k
calculation vs. number of samples S. The calculation was performed for both the naïve and the proposed incremental approach. (g) The current weight distribution
of b[X5] as shown in (c), via wi

k=5|k=5
, where i ∈ [1..M5] and M5 = 4. (h) Current weight distribution after merging, i.e. b̃[X5], where M5 = 2. (i) Entropy

distribution of the weights at time k = 1 given information at different time points up to time k = 5.

Fig. 3. Second scenario: (a) Ten-step ground truth trajectory, an initial prior belief P(X0), and known identical landmarks. (b) The belief at k = 1, our
re-eveluation point, is a GMM with four components. The hypothesis marked in green, states the correct hypothesis generated from the landmark associated to the
given measurement. (c) The updated belief at current time, k = 10. Due to the ambiguity of the environment, the number of hypotheses increased from M1 = 4 to
M10 = 28 given pruning. (d) The belief at k = 10 with the merging effect, reduces the number of hypotheses to M10 = 4. (e) The calculated weight distribution at
time k = 1 given the gathered information up to time k = 1, and given information up to time k = 10. The green circle marks the weight of the correct hypothesis
as shown in 3(b). (f) Run-Time in seconds of wi

k−p|k calculation vs. p for the naïve and the proposed incremental approach. (g) The current weight distribution

of b[X10], i.e. wi
k=10|k=10

, where M10 = 28. (h) Current weight distribution after merging, b̃[X10], where M10 = 4. (i) Entropy of the weights at time k = 1

given information at different time points up to time k = 10.

In addition in the second test case shown in Fig. 3 we see
that even after new information has been acquired along the
trajectory, we still have an ambiguous setting with or with-
out the merging effect: the corresponding weight distribution
of the current belief includes several non-negligible hypotheses
at k = 10, as shown in Fig. 3(g) and (h). This is in contrast
to the first scenario that after merging shows a single none
negligible weight as shown in Fig. 2(h). Nevertheless, as shown
in Figs. 2(e) and 3(e), our approach to update the weights in
retrospective utilizing the information acquired until time k
leads to more informative weight distributions. In particular, in
both considered scenarios one of the hypotheses’ value becomes
substantially higher than the rest.

We also report runtime for both the naïve and our incremental
approach. For the first scenario we calculated runtime as a

function of number of samples S ∈ [50, 1000], where the result
per a number of samples is the statistical average of 20 runs.
As shown in Fig. 2(f) the naïve approach calculation grows in a
higher rate than the incremental. For the second scenario, as
shown in Fig. 3(f), we calculated the runtime as a function
of the parameter p, see e.g. (4), where for this analysis the
number of samples was fixed at 100. The runtime of the naïve
approach shows a growth at a rate of p2, while the incremental
one increases in a linear rate of p, which is in correlation to our
calculation in Section III-F.

In addition Figs. 2(i) and 3(i) show the entropy of the weight
distribution at the “re-evaluation” point given information at dif-
ferent time instances, i.e. H(W1|j) = −∑M1

i=1 w
i
1|j · log(wi

1|j)
where j ∈ [1, k]. Both test cases show that as we use more
information at the “re-evaluation” point, the level of uncertainty
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Fig. 4. (a) The calculated weight distribution at time k = 1 given the gathered information up to time k = 1, and given information up to time k = 10. (b)
The weight distribution at k = 10. The descendants of w1

1 and w2
1 are marked in blue and orange, respectively. In total we have M10 = 14 hypotheses (GMM

components). (c) The updated weight distribution at k = 10, where all descendants of w1
1 have been discarded after re-evaluation of the weights at k = 1. The

number of hypotheses reduces to 10. (d) The entire hypothesis tree describing the evolution of hypotheses (GMM belief components) from the initial time and
until the current time k = 10. Blue and orange colors represent descendant hypotheses of w1

1 and w2
1 , respectively.

can reduce, although we should mention that this is not guar-
anteed, since it is conditioned on the landmarks setting, and the
randomized samples values.

Enhanced Pruning of Hypotheses at Current Time: In a simi-
lar simulation setting comprising eight identical landmarks and a
trajectory of 10 time steps we examined the enhanced pruning of
hypotheses at current time after re-evaluation in retrospective of
past hypotheses (at k = 1), as discussed in Section III-E. Results
are shown in Fig. 4.

Fig. 4(a) shows that at time k = 1 there are two un-pruned
hypotheses, i.e. whose weights are higher value than the pruning
threshold th = 0.005. After we perform re-evaluation, hypothe-
ses w1

1|10 was pruned, and we remain with a single hypotheses

w1
2|10 marked in orange. As discussed in Section III-E, all the

descendant hypotheses of w1
1|10 can now be discarded. These

hypotheses are shown in blue color in the GMM “hypotheses
tree” in Fig. 4(d). More in detail, Fig. 4(b) shows the weights of
the original GMM belief atk = 10, withM10 = 14 components:
4 descendant hypotheses ofw1

1 and 10 ofw2
1 , marked in blue and

orange, respectively. Note all components are above the pruning
threshold th. Fig. 4(c) shows the reduced GMM after pruning all
the blue hypotheses (descendants of w1

1|10) and re-normalizing
the weights. Thus, leveraging the proposed concept the number
of components reduces to 10.

V. CONCLUSION

We presented an approach to update probabilities of
externally-specified hypotheses from some past time with in-
formation obtained since then and until the current time. Our
approach is particularly of interest in the context of robust
perception and autonomous navigation in ambiguous and per-
ceptually aliased scenarios, which necessitate reasoning about
data association hypotheses and thus to maintain mixture distri-
butions such as GMM. In addition we developed an incremental
form for calculation re-use, as opposed to a naïve approach that
performs recalculation in each step. Another direct consequence
of our approach is enhanced pruning of hypotheses at current
time, leveraging the updated weights of corresponding ancestor
hypotheses given information thus far. Our simulation shows
that re-evaluation of a past time in a highly aliased setting can
assist with hypotheses disambiguation both in past and current
time, and with our ability to discard an entire branch(es) from
the GMM hypothesis tree. In future research we aim to study the
performance of our approach in real world settings, explore how
adding landmarks to the state (i.e. a high dimensional setting)

effects the computational complexity, and investigate how it can
be incorporated within the planning phase.

REFERENCES

[1] C. Cadena et al., “Simultaneous localization and mapping: Present, fu-
ture, and the robust-perception age,” IEEE Trans. Robot., vol. 32, no. 6,
pp. 1309–1332, Dec. 2016.

[2] R. Kümmerle, G. Grisetti, H. Strasdat, K. Konolige, and W. Burgard, “G2o:
A general framework for graph optimization,” in Proc. IEEE Int. Conf.
Robot. Automat., Shanghai, China, 2011, pp. 3607–3613.

[3] F. Dellaert, “Factor graphs and GTSAM: A hands-on introduction,” Geor-
gia Inst. Technol., Tech. Rep. GT-RIM-CP&R-2012-002, Sep. 2012.

[4] S. Agarwal, K. Mierle, and Others, “Ceres solver,” Google, Tech. Rep.,
2016. [Online]. Available: http://ceres-solver.org

[5] S. Pathak, A. Thomas, and V. Indelman, “A unified framework for data
association aware robust belief space planning and perception,” Int. J.
Robot. Res., vol. 32, no. 2-3, pp. 287–315, 2018.

[6] V. Tchuiev, Y. Feldman, and V. Indelman, “Data association aware seman-
tic mapping and localization via a viewpoint-dependent classifier model,”
in Proc. IEEE/RSJ Int. Conf. Intell. Robots Syst., 2019, pp. 7742–7749.

[7] M. Hsiao and M. Kaess, “MH-iSAM2: Multi-hypothesis isam using bayes
tree and hypo-tree,” in Proc. IEEE Int. Conf. Robot. Automat., 2019,
pp. 1274–1280.

[8] T. Fortmann, Y. Bar-Shalom, and M. Scheffe, “Multi-target tracking using
joint probabilistic data association,” in Proc. 19th IEEE Conf. Decis.
Control, 1980, pp. 807–812.

[9] N. Sünderhauf and P. Protzel, “Switchable constraints for robust pose graph
SLAM,” in Proc. IEEE/RSJ Int. Conf. Intell. Robots Syst., 2012, pp. 1879–
1884.

[10] E. Olson and P. Agarwal, “Inference on networks of mixtures for ro-
bust robot mapping,” Int. J. Robot. Res., vol. 32, no. 7, pp. 826–840,
2013.

[11] L. Carlone, A. Censi, and F. Dellaert, “Selecting good measurements via
l1 relaxation: A convex approach for robust estimation over graphs,” in
Proc. IEEE/RSJ Int. Conf. Intell. Robots Syst., 2014, pp. 2667–2674.

[12] V. Indelman, E. Nelson, J. Dong, N. Michael, and F. Dellaert, “Incremental
distributed inference from arbitrary poses and unknown data association:
Using collaborating robots to establish a common reference,” IEEE Con-
trol Syst. Mag., vol. 36, no. 2, pp. 41–74, Apr. 2016.

[13] L. Wong, L. P. Kaelbling, and T. Lozano-Pérez, “Data association for
semantic world modeling from partial views,” Int. Symp. Robot. Res.,
vol. 34, no. 7, pp. 1064–1082, 2015.

[14] H. Yang, P. Antonante, V. Tzoumas, and L. Carlone, “Graduated non-
convexity for robust spatial perception: From non-minimal solvers to
global outlier rejection,” IEEE Robot. Automat. Lett., vol. 5, no. 2,
pp. 1127–1134, Apr. 2020.

[15] P. Antonante, V. Tzoumas, H. Yang, and L. Carlone, “Outlier-robust esti-
mation: Hardness, minimally-tuned algorithms, and applications,” 2020,
arXiv:2007.15109.

[16] D. Fourie, J. Leonard, and M. Kaess, “A nonparametric belief solution to
the Bayes tree,” in Proc. IEEE/RSJ Int. Conf. Intell. Robots Syst., 2016,
pp. 2189–2196.

[17] O. Shelly and V. Indelman, “Hypotheses disambiguation in retrospective,”
Technion - Israel Inst. Technol., Tech. Rep., 2022. [Online]. Available:
https://tinyurl.com/j36p864h

[18] N. J. Gordon, D. J. Salmond, and A. F. Smith, “Novel approach to
nonlinear/non-Gaussian Bayesian state estimation,” in Proc. IEE F (Radar
Signal Process.), 1993, vol. 140, no. 2, pp. 107–113.

Authorized licensed use limited to: Technion Israel Institute of Technology. Downloaded on January 30,2022 at 06:48:08 UTC from IEEE Xplore.  Restrictions apply. 

http://ceres-solver.org
https://tinyurl.com/j36p864h


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


