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Intfroduction

1 ANPL [smmane™

» Autonomous navigation high level framework.

Perform
action

ax

measurement

Zi

BSP

Inference
(SLAM)

{an} T

» Estimation of the robot’s location.
» Choose and perform a course of action.
» Receive a measurement, and re estimate the robot’s

location.
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Autonomous Navigation

Motivation-Ambiguous environment® ANPUIz==

Mu et al., IROS'16
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Motivation-Ambiguous environment ™ ANPLssz

» Ambiguity can be due to (combination of):

» Perceptually aliased scenes (two similar objects).
> L|m|’red/|m|oerfec‘r sensing (limited sensing range).

How can we deal wﬂh ’rhls ambiguity in inference
and planning?
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Motivation - Data Association (DA) & ANPUssz

Given two identical landmarks, commonly it is assumed to
be known which landmark generated the current
measurement.
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What happens in the case of making a false data
association?.
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Motivation 1 ANPL [smmane™

> A simplified static world illustration
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Motivation 50 ANPL | ssmmains

> Robot’s belief at time k — 2

\.
\

C o>

The robot decides to take an action of one step forward.
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Motivation 1 ANPL [smmane™

> Inference attime k — 1

The robot receives a measurement of a single cup (but

which one?).
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Motivation 1 ANPL [smmane™

» Robot at time k — 1
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The robot decides to take a one step forward action.
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Motivation 4 ANPL|smearng

» Robot’s location at time k

> The robot receives a measurement of a single table.

» Can information at time k help/impact inference estimation at time
k—17?
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Related work 75 ANPL sseemmaine=
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Arbitrary poses and Unknown Data Association: Using Collaborating
Robots to Establish a Common Reference”.

» N. SUnderhauf and P Protzel ICRA 2013 : “Switchable Constraints vs.
Max-Mixture Models vs. RRR - A Comparison of Three Approaches to
Robust Pose Graph SLAM”.

» Fourie, Leonard and Kaess IROS 2016 : “A non-parametric belief solution
to the Bayes free- Incremental update of the GMM belief”

» S. Pathak and A. Thomas and V. Indelman IJRR 2018 : “A Unified
Framework for Data Association Aware Robust Belief Space Planning and
Perception”.

> Tchuiev, Feldman and Indelman IROS 2019 : “Data Association Aware
Semantic Mapping and Localization via a Viewpoint-Dependent Classifier
Model”.
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Our Contribution % ANPL |smsags

» Introduce the problem of hypotheses disambiguation
in retrospective.
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i i Vd\ Autonomous Navigation
Qur Contribution Gl ANPL smmmaies

» Re-evaluation of a strategic past event/point using
current information.

» Incremental calculation in order to reduce
complexity.

» Re-evaluation of specific pas DA hypothsis using
current information.

» Enhance hypotheses pruning also at current time.

»> Publications:
O. Shelly and V. Indelman. Hypotheses Disambiguation in Retrospective.
> |EEE Robotics and Automation Letters (RA-L), 2022.
IEEE Infl. Conf. on International Conference on Robotics and
Automation (ICRA), 2022.
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Approach %1 ANPL |

» Notations
> b[X] = P(X, | H¢) - The belief at time k.
> Xi = {Xo,...Xc} - Robot pose vector.
> Hi={Uc-1, Zk } - History vector, where
—~— ~

actions mMeasurements
Ueer=Uo,  krand Zy =21, k.

> bI[X] = P(Xc | v = i, Hg) - The i hypothesis at time k.
> v = ...« - A vector of DA,

> By - A specific DA of z;, where gy is equal to given
landmark, [, j € [1..4].

> b [X] = P(X | H, ) Propagated belief, where H,~ = {Ux_1, 21}
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Approach %1 ANPL |s5maine

> Assumptions

» Map is given* - represented by static landmarks.
» Observation and motion model with Gaussian noise.

Xe = (X1, Ur) +W
zx = h(x,!)+v

Where w ~ N (uw, Zw) and v ~ N (uy, Zy).
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Approach %1 ANPL |

» GMM Belief
When removing DA assumption we marginalize over
all possible associations.

My
bX = Py = 1| He) - P(Xec | vic = i, He)
= bIX)

> W,Q - Probability of the i'th hypothesis, via its weight.
> b/[X,] - Belief over X, of the i'th hypothesis.
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Approach

» Problem formulation

» Given the belief bpr, we wish o update the weight
WL_p‘k_p, with gathered information up to time k, via

WL,p\k =P(vk—p =] H).

O

o
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Approach
» Single step update p =1 N
» By performing Bayes rule we
receive, O/
i=1
j P(zg | yke1 =i, H .
Witk = ( k]P’(Zkk |] ) i) W1 O\

update factor IJA[

% ANPL

colilles

Autonomous Navigation
and Perception Lab

> >
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554 ANPL sz o

Approach

» Update factor calculation

*

1 -
P(zgly—1 =1, H ) = Z/ P(z¢, Bk = G Xklvk—1 = I, H )axe =
g=1"%

» 3, - Random variable on all landmark index’s

associations.
» We marginalize over all possible landmarks and

current state.

L]
Blahucr =1 H) = Y [ PG B = 9 Pk = 9 | ) b I
g=1 X N——

a b c

» a - Observation model.
» b - Sefs integral finite borders per Iy, via Q.
» c - Propagated belief at time k.
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Approach

» Update factor calculation

» Since the integral has finite borders, we take S samples
from b’ [x].

S L
. 1 '
P(zZ| -1 = i, Hy) ZZT (2 | li=go X") - T, (47
: Q:
> In order to avoid calculating the denominator |
denote, WLW = P(Zc|yk—1 =1, H ) - wy_y.

> We received an un-normalized weight, w,_,, is
un-normalize, therefore we Normelize viq,

~
W11k

P
W=k = Sy )
221 Wik
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Approach

> Multiple steps, 0 < p < k

oo

o

1 ANPL |armma

lavigation
nLab

> Let us try to re-evaluate a hypothesis from p steps prior

to time k, viam =k — p.
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Approach

» Multiple steps, 0 < p < k

» Applying Bayes rule and performing marginalization

yields:
i H}P 1 ]PJ(Zer/ | Tm; H;)+}) i
mlk — “Wnim
H, 1 P(Zmyj | m+]) ——
B
Wik

» A naive approach would be to calculate
P(zm+j | ym, Hyp,;) from scratch up for any j.

23/43



Approoch 1 ANPL [smmane™
» Multiple steps, Calculation for any j

> P(Zmyy | Ym = I, H,,,;) for a given value of j,

Z |Q/ | P(zmj | g, Xm+1) imyj
g

Xm+j € ng

> bl [Xmy] is @ GMM with S components,

Z m+/ 1vzm+1 1)

P(Xm+}| m+j ]7Um+j_])
nm—H 1

n,i
Cm+j—l
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Approach

» Multiple steps, Calculation for any j

> gg’q’i}._w (GMM weights) are calculated from the
previous step m+j — 1, where,

L] L 1
> = _. —— .
f(X7Z) S E:g:] K2b|PKZ‘ b?xj P(b |X)

> R (X,2)
> Since P(Zmy) | ym =1,H,

;) holds finite borders we need
to sample bls [Xm.,]-

S L

- 1 -

P(zZmij | Ym:Hpyy) = 5 ZZ |Q, P(zZm4; | /g,Xr';’jd) ]lleg( ,T,'ﬂ)
n=1g=1 9

S
- Z f(xmﬂ,zmﬂ)
n=1
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Approach %1 ANPL |

> Multiple steps, 0 < p < k

> Therefore, w/, mik Yields into,

P an,i
i [Z/ 177m+}] W;n\m _ W;n|m
mik ¥ T - -
170 P2y | Hey)  T120 Py | He))

» We normalize in the same form as in single step,

i
Wik =
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1 ANPL [smmane™

Approach

> Computational Complexity

» Naive approach - Calculation performed from scratch
for each step.

_(+p)-p 2
\S/+2\-f§+...+p-8_ 5 -S € O(p°S).
m+1 m+2 m+p
» Incremental approach - Calculatfion reuse from
previous step.
=p- S € C)(F)' S)v

S + S +...+ S
~—~— ~—~— ~—~—
m+1 m+2 m+p

» Our approach reduces the complexity in one order of
magnitude in p.
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Approach %1 ANPL |

» Specific DA re-evaluation

> A specific DA probebilty can be P(Bp = I3 | Hp) = wy+wsy
described as, P(Bk_p = C | Hk—p)-

» Recall each hypothesis i at time k — p

"1::2
equals, o)
. O
Ye—p = {B1s - Bk—p—1,Bk—p} = i Oa f=1,
N——— N~
| r O O‘ .
Q.}:z

> Therefore we suggest, O
Sy L-l..
P(Bi—p = C| Hiep) = Y Wy plycy(ir) = = "= :
i=1
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Approach %1 ANPL |

P(By =13 | H3) = W;;u"‘WS?
> Specific DA re-evaluation

> My framework allows re- evoluo‘rion ,"k':z )

given the updated weights, wj_, . O’ O

Therefore, O gy, 20

0w 3,0

My_p 4 AO

P(Bk—p = C | Hi) = Z Wi _ppicl ey (i-r) 5“ o
. Ll-L

k=0 k=t k=2 9

i
"3
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Approach %1 ANPL |

» Enhanced Pruning

> In the common case pruning is O
performed at current time.

Vv,ifpi WL7D~IL(WL7D> th) O

> |n the following example at k = 1 both
hypotheses weights are above pruning
threshold.

O
OO

O
OO0 OO0

» This resulted in a full hypothesis tree from
both till current time, via k = 3.

th

L wl
Wi Y
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Approach

» Enhanced Pruning

> In case the updated weight is below
pruning threshold, we can prune also all
of its descendants.

» Specifically, the once at current time.

> As before we can denote,
Y = {Vk=p> Bk—pt1--5 Bk} =i
N ——

il ir
> Therefore our weights at current time will
be,

S i
Wy = W - 1{j»’}(M/{<7p|k > th)

O

OO0

1 ANPL [smmane™

th =

LY
Wiz W
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Evaluation

» Weight update simulations

1 ANPL [smmane™

> A setting of eight identical landmarks.

» First, calculate the GMM at the end of frajectory.

» Second, GMM weight re-evaluation at point m = 1.
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Five steps robot’s trajectory
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Ten steps robot’s trajectory

32/43



Evaluation

554 ANPL sz o

» Weight update simulations - Five steps
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Merged belief, via b[Xs], Ms = 2
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Evaluation 4 ANPL|smearng
» Weight update simulations - Five steps

> Ambiguous hypotheses at k = 5 without the merging effect, and at
k=1.

> Our algorithm enables to disambiguate and extract the correct
hypothesis at the re-evaluation point.
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Evaluation 4 ANPL|smearng

» Weight update simulations - Ten steps

15 15
£10 £10
A A
5 5 A
A A
0 5 10 0 5 10
Xs Xs
b[Xi]. My =4 b[Xi0], Mg = 28
15
210
'Y
5 A
A
0 5 10

Merged belief, via b[Xo]. Mg = 4

35/43



Evaluation 4 ANPL|smearng
» Weight update simulations - Ten steps

> Ambiguous hypotheses at k = 10 with or without merging.

>  Ambiguous setting as well at k = 1, the re-evaluation point.

> Our algorithm enables to disambiguate and extract the correct
hypothesis at the re-evaluation point.
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Evaluation

» Run

100

-Time Calculations

+Incremental -©
*Naive o«

0
100 200 300 400 500 600 700 800 900 1000

Run-Time as a function of samples

1 ANPL [smmane™

25 .
<+Naive .
#Incremental
2 cremental

Runtime as a function of p

» Both analyses show an advantage to calculation

re-use approach.

» Run-Time as a function of p - Linear rate to the
incremental approach, while the Naive increments in

a square rate, as expected.
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Evaluation 4 ANPL|smearng

» Histogram Calculation

1
0.8
0.5
0.4
- (111
0 o 0 HER
1 2 3 4 5 12 3 4 5 6 7

8 9 10

H(W1|j)7j € []5] H(W”j)’j c []]0]

> In certain cases H(wp|;) where j € [p..k] can reduce as
jincreases.
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» Example for Enhanced pruning

Wieg| k9 Wio/k 9 10 1 1z 13 16

Wi VS Wi g w{o,ie [1.14]

» A ten steps trajectory, where the re-evaluation point at

p=1.
> wy); holds two hypotheses, while Wl]HO is
disambiguated.

» Current time holds four descendants of W11|1o' via W{O“O
where i € [1..4].
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Evaluation 4 ANPL|smearng

» Example for Enhanced pruning

0. 928 035
166

0.062

025
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|| ‘ 015
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0.011 0-0132 0.008 | 0.261 obar o1
0.109 | 0.021 |0.274 ]0.009 LT 1008 .
S aa 10 10985 o 5o 0.020 005
_—_- —
s 6 7 8 9 w0 1 o1 @

|| |
o

GMM weights hypothesis L
iy 9 Wiy, i € [5..14]

> In general the entire belief hypothesis tree of W]]“0 is
obsolete. Specifically, descendants at current fime,
via wyyi € [1..4].

» Therefore our current fime GMM reduces o fen
components,
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Conclusions

» New information can have an impact on the weight
distribution, and our ability to disambiguate between
past hypotheses.

> Incremental approach to calculations.

» Enhanced pruning.
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Future Work 1 ANPL [smmane™

» Examine our approach in real world seftings, in the
aspects of run-time and performance.

» Add uncertainty to the landmarks, and add them to
our state,

> Examine if there is an effect of two hypotheses from
different time points.

» Decision making under uncertainty - Take this
approach intfo planning.
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Thank you for listening!



